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Most of the industry needs fast processing power in the form of supercomputers
for their research and development work, but the high capital, as well as mainte-
nance cost of supercomputers, make them somewhat unfeasible. This is where clus-
ters are preferable. Clusters are groups of independent computers that are linked
together to perform a common task and are considered an alternative to super-
computers. These individual computers distribute tasks and work together inorder
perform better. We have used similar clusters to conduct brute force attacks on
Linux user passwords to evaluate the improvement in compute capability when
compared to a single machine. Our system also automates the provisioning i.e.
setup of the cluster to make it easy to use.
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1. Introduction 
 

Passwords remain the most popular means of authentication, although other forms of 
authentication like biometrics or OTPs (One-time passwords) are steadily gaining 
popularity due to their ease of use.  Many users choose a password that can be easily 
guessed or broken in. Along with this, many users reuse the same passwords in other 
places which makes it even more insecure. Various password cracking techniques 
exist. One of them is the brute-force attack in which the attacker tries every possible 
combination to break the password. To thwart such attacks, it is recommended to 
select a long password containing random characters and symbols. The selected 
characters should not be sourced from any dictionaries. Many tools are available that 
carry out brute-force attacks at the rate of thousands of hashes per second, but 
sometimes in doing so, depending on the password, they can take days or sometimes 
even months. Therefore it becomes infeasible to run the attack for a long time[8]. 
Hence for this, multi-node clusters[10][3][4][7] come into the picture. These clusters 
consist of various computing nodes which are all connected and carry out the attack 
whilst utilizing the entire computing power of all the nodes, thereby significantly 
reducing the time taken to carry out the attack. Along with the added computing 
power, as a result of the addition of new nodes in the setup, the ability to conveniently 
scale the cluster[11] depending on the user’s requirement is also important. The 
thought of manually setting up each node and also provisioning it should not act as a 
deterrent to scalability. To overcome that, we propose a setup where the process of 
creating and provisioning the nodes will be automated. Thus by doing so, the user 
now has the freedom to conveniently upscale or downscale the setup depending on 
the requirement whilst also removing the redundancy involved in setting up and 
configuring the setup, for every new node attached to the setup. 
 
2. Literature Review 
 

Cracking passwords by launching attacks through the use of tools is widespread, not 
only among law- enforcement/government agencies but also among cybercriminals. 
Although there are many tools which are available that can be used to launch attacks 
on passwords, John the Ripper[12][12] remains one of the most popular among them. 
It also supports password cracking using MPI[13] along with different types of 
attacks on passwords apart from brute-force attacks. It can also crack hashes in 
various other formats like MD5 etc. 

 
The idea of using clusters[11] to launch such aforementioned attacks has been around 
for some time. The obvious advantages are that of performance[6][9][14] and the 
time taken. The feasibility of such clusters has also been evaluated[12] where a Linux 
based High-Performance Cluster (HPC)[1][2] where a password cracking tool using 
the Message Passing Interface was built. An analysis and comparison of clustered 
password crackers was made where two tools, John the Ripper and Cisilia, two tools 
that can run in a clustered environment were tested[12]. The cluster with Cisilia could 
not give consistent results. Hence John the Ripper emerged as the alternative. 
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Thus it was established that an HPC cluster[2] could be used to crack passwords in 
significantly less time but most of these clusters required a lot of effort while setting 
them up. Though the performance of the cluster[6][9][14] would increase with the 
increase in the number of nodes in the setup, there didn’t exist a setup that could do 
so, and that did not require manually configuring each node of the setup. The need to 
scale up the cluster, as  and when required by the user along with the ease of having 
to bypass the need for individual configuration is what we try to accomplish in our 
setup. 

 
 

3.   Architecture 
 

The focus of the system is to create a High Performing Cluster(HPC)[10] which does 
not require manual configuration. To create Virtual Machines we need a tool for 
controlling the hypervisor, a tool that controls the tool controlling the hypervisor and 
a tool that can provision our created VMs. 
 
In our system, as shown in Fig 1, we have used Virtual Box, the tool controlling the 
hypervisor for bringing up the Virtual Machines. Vagrant, the tool which controls 
Virtual Box using a Perl script that automates the creation of VMs in real-time. 
Vagrant provides us with the ability to spawn VMs dynamically in one single go, in 
contrast to manually spawning VMs using Virtual Box. 
 
As shown in Fig 1, the VMs created by Vagrant through Virtual Box are vanilla images 
of the OS, to use them for our specific computing purpose we would need them to 
have a distributed computing tool as well as tools required for our specific 
computational purpose which is, password cracking in our case. In our setup, we have 
used 3 VMs, 1 master and 2 compute nodes, however, a data centre requires much 
more computational capabilities hence will have several VMs spawned, to have all 
these VMs in the same state we will need to automate their provisioning, which is 
done using Ansible. Ansible is run on a single machine i.e. Master node which has 
SSH access to all compute nodes and when an ansible playbook is run provisioning of 
all the compute nodes begins 
 
We use Ansible to install a tool in every node so that they can talk to each other and 
distribute tasks amongst themselves without the need for Ansible. This tool needs to 
be lightweight hence we have chosen OpenMPI for this purpose. The Ansible 
Playbook will contain OpenMPI[5], its base packages and the computational tool we 
will use to test our system which in our case is the JohnTheRipper Jumbo version, 
used for password cracking. 
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Fig. 1. System design of the HPC 
 
 
4.   Methodology 

 
Installation of Vagrant and Ansible on the host machine is the basic requirement, to 
begin with. As established we require a cluster of virtual machines and to create and 
manage this cluster, Vagrant can be used, for this demonstration 3 virtual machines 
with 1 master node and 2 compute nodes are set up in the cluster, as shown in Fig 2. 
The configuration of the machine in the cluster is provided to Vagrant in the form of a 
Vagrant file. Vagrant utilizes a Vagrant box which is a packaged Virtual Machine. 
Here the vagrant box is Ubuntu. Each node is assigned a private IP and a hostname as 
an identifier. Ansible is installed on the master node, for this vagrant provide a 
Vagrant provisioner. The Vagrant Ansible provisioner allows you to provision the 
guest using Ansible playbooks by executing ansible-playbooks from the Vagrant host. 
Using this Configuration fixed in the Vagrant file cluster is set up. 
 

 
 

Fig 2. Status of nodes Created by Vagrant 
 

The next step is to install all the required libraries and tools on all the provisioned 
nodes, as shown in Fig 3, now as Ansible is installed only on the master node, ansible 
will require some connection details of the other nodes for installation of libraries, 
this is provided using an inventory file which contains all the IPs of the machine to be 
considered for installation. 
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Fig 3. Ansible playbook running on multiple nodes 
 

Also just specifying the IPs will not suffice for a swift connection between ansible 
installed nodes and other nodes, passwordless login using an SSH key will be a 
suitable solution for establishing a swift connection. To enable passwordless login we 
create tasks in an ansible playbook and run it on all machines, as shown in Fig 4. 

 
Now the next task in line is to install OpenMpi Library, OpenMPI[5] is an open-
source library that allows all the nodes in the cluster to communicate with each other. 
This communication is a crucial part of this high-performance cluster[11]  as to 
achieve higher computation power the nodes need to work together by sharing tasks 
and working as a team. 

 

 
 

Fig 4. Master node enabled for password less SSH into compute mode 
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With the OpenMPI library[5] the brute-forcing tool for password cracking to be 
chosen need to be OpenMpi compatible to leverage the computational power of all 
virtual machine together.JohnTheRipper(JtR)[12] is one such security auditing and 
password recovery tool that serves the capability of employing the brute-force 
method and is also OpenMpi capable. Installation of OpenMpi library and JtR[12] on 
all nodes is achieved using Ansible playbooks and inventory filesWith all the 
requirements met and the system configured, the main job of password cracking 
using the computational power of a cluster of VMs can be done. 

 

5. Results 
 

As observed in Fig 5, for a three-lettered Linux password, the cluster setup cracked 
the password three times faster than what a single node could achieve. The time 
required to crack the password has significantly dropped. Subsequently the time 
required to crack the password can be further reduced by creating and utilizing more 
worker nodes in the setup. Thus, the time to crack the password is directly 
proportional to the number of worker that are attached in the setup. 

 

 
                             

Fig 5. Time taken by single node to compute hashes 
 
 

6.  Conclusion 
 

In line with the results above we can confidently conclude, use of distributed systems 
can provide exponential compute capabilities as compared to single machine. 
Moreover, automated provisioning and spawning of the system on real time user 
demand makes the entire process much more efficient. The proposed system is 
capable of automated spawning and provisioning of VMs which can be used for 
compute-intensive processes. The above results draw out a comparison between 
single machine and a cluster on computing power as well as compute time. The 
results suggest that in line with the number of VMs spawned we have exponential 
growth in computing power and an exponential decrease in compute time. The 
system can be used in an enterprise setup and computing which used to take days and 
months with this setup will be reduced to hours. 
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7.  Future Scope 
 
To create a High Performing Cluster(HPC)[10] which can be used in an enterprise set 
up the system should be able to cater to the dynamic, ever-changing requirement of 
performance[6] [9][14] and infrastructure. This can be further achieved by 
introducing dynamic spawning of VMs as per user requirements. The user can have 
the capability to define a threshold within the system according to which the system 
can spawn VMs for computing and when the requirement changes in real-time this 
should lead to the spawning and ceasing of VMs as well. This work was carried out on 
an open-source tool OpenMPI[13] however to make any system MPI capable it needs 
to be programmed along with MPI. This is a constraint that can be overcome by 
creating or using a tool that provides similar functionality but is easier to configure 
and does not require implementation level changes of the computational tool. As 
mentioned in methodology and architecture, Vagrant was used for spawning and 
Ansible on the master node to provision. However, this can be further reduced by 
using Linux[1] as a host machine on which Vagrant itself is tied up Ansible and 
Vagrant itself can provision the cluster during spawning it. 
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