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Financialmarkets are essential for a society’s smooth operation. Because of its enor-
mous financial impact, successfully anticipating stock market trends has long been
a top priority for investors and scholars. Recently, a slew of studies have been un-
dertaken for predicting stockmarket trends using deep learning algorithms, thanks
to advances in deep learning algorithms, and their much-needed data and process-
ing power. As a result, it’s easy to get lost when looking for the correct references.
We have summarized a few of the greatest papers in this area in this paper, which
can serve as a guide for future researchers in the field.
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1 Introduction 

Financial markets can be broadly referred as a marketplace where the trading of securities takes 

place. A stock represents the ownership of a fraction of a company [1]. The stock market is a mar-

ketplace or exchange where people may buy, sell, and issue shares of publicly traded corporations. 

[2]. It is also frequently referred as Capital Market, Equity Market, Stock Exchange etc. Stock trad-

ing can be dated back as far as the mid-1500s in Antwerp. However, the East India Company in 

London is credited for the modern stock trading [3]. Overtime, participants have tried different 

ways to predict the stock market trends. Ability of successfully predicting the trend would result in 

significant yield of profit. The prediction can be for trend prediction or the price prediction of the 

stocks. There are two major approaches when it comes to stock market predictions: 1) Fundamental 

Analysis, 2) Technical Analysis. Generally, fundamental analysis focus on a long-term of investing 

compared to the short-term approach preferred by technical analysis. However, it is understood 

that 90% of investors use technical analysis for stock market trend prediction.  

Artificial intelligence (AI) is a branch of computer science which focus on making machines (com-

puter programs) behave intelligently mimicking human intelligence. Machine Learning (ML) is a 

branch of AI. It works with computer algorithms that can make predictions or decisions by the use 

of data without being explicitly programmed [4]. In the last two decades, investors and researchers 

have looked into different ways to use machine learning for stock market prediction. Because the 

stock market's price is impacted by a variety of variables including national and international poli-

tics, natural catastrophes, religious events, human emotions, business policies, and so on, forecast-

ing its price is extremely difficult owing to its nonlinear and complicated character. For these rea-

sons, predicting stock market has gone through rigorous analysis by both academia and industry 

experts. Researchers have used time series data along with various heterogeneous market data and 

microeconomics variables. With increasing availability of the stock market data, computational 

capacity of the machines and advance in the field of machine learning, it is showing promising re-

sults for future success.  

The rest of the paper is arranged as follows: Section 2 describes background materials for rest of the 

paper; Section 3 presents the reviewed paper with their methodology and results; Conclusion and 

future work is given in Section 4. 

2 Background 

2.1 Data 

Machine learning methods learn from examples. These examples are known as data and the corre-

sponding collection of data as dataset. The data can be mainly of two types: 

1. Structured Data 

2. Unstructured Data  

These datasets are then divided into various subsets for training, validating and testing the deep 

learning models. 

2.2 Artificial Neural Network-ANN 

Artificial neural network, also referred as ANN or simply neural networks, is a computational algo-

rithm which is inspired by the working principle of the brain. Neuron is the unit of an ANN. Based 

on the input to the network, different neurons either fires or keeps quiet. It is popular for its ability 

to adapt to changing inputs and find hidden patterns in the data. Figure 1 shows the architecture of 

a simple ANN. 
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Fig. 1. Architecture of ANN [5] 

The hidden units connect the input and output layers. The pattern of connection which comprises 

the number of layers between the input and output layers, number of nodes in each layer is known 

as the architecture of the neural network. There are two types of ANN architecture: 

1. Single Layer Perceptron 

2. Multi-Layer Perceptron 

2.3 Multi-Layer Perceptron-MLP 

Multi-Layer has at least three layers:  

1. Input Layer,  

2. Hidden Layer and  

3. Output Layer.  

Accept the input nodes, each node has a non-linear activation function. In an MLP, data travels 

from input to output layers in the forwards direction, similar to a feed forward network. In the MLP 

algorithm, the neurons are trained using the back propagation learning process. The main ad-

vantage of multi-layer perceptron is that it can distinguish data that is non-linear in nature. Error! 

Reference source not found and shows a simple MLP architecture with 2 hidden layers. 

2.4 Recurrent Neural Network-RNN 

Recurrent Neural Network, frequently known as RNN, which is a special type of ANN is generally 

used for sequential data modeling. They impact the current input and output by using the output 

from the previous phase. RNN's output is influenced by the sequence's earlier elements [6]. The 

internal architecture of a RNN is shown in Figure 2. 

 
 

Fig. 2. Architecture of RNN [7] 

2.5 Long Short-Term Memory-LSTM 

LSTM was first introduced by Hochreiter et al. [8]. It is a variation of basic RNN algorithm. LSTMs 

overcome the vanishing and exploding gradients problem presented in RNN. Figure 3 shows basic 

architecture of LSTM. 
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Fig. 3. Architecture of LSTM [9] 

2.6 Convolutional Neural Network-CNN 

CNN’s were first developed and used around the 1980s. It is mainly used for image processing such 

as image recognition, image classification, object detection, face recognition etc. Figure 4 shows 

architecture of CNN. 

 
 

Fig. 4. Architecture of a CNN [10] 

2.7 Support Vector Machine-SVM 

Support vector machine is one of the widely used supervised machine learning algorithm. It is ef-

fective in high dimensional feature space, especially when the number of feature is greater than the 

number of training examples. The SVM tries to find a hyperplane that maximizes the margin be-

tween the support vectors. Different kernel functions can be used to train the SVM to handle non-

linear input spaces. A simplified presentation of SVM is shown in Figure 5. 

 
Fig. 5. Support Vector Machine [11] 

2.8 Rough Set Theory 

Rough set was first described by Pawlak [12]. It can be used to discover structural relationships in 

noisy data. RS is based on the establishment of equivalence classes within the given training data. 

2.9 Moving Average Convergence/Divergence-MACD 

MACD is a trend-following momentum indicator. It depicts the relationship between two moving 

averages of a variable. The Formula for MACD is: 

MACD=12-Period EMA − 26-Period EMA 

Figure 6 shows an example MACD Graph. 
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Fig. 6. MACD Graph [13] 

2.10 Simple Moving Average-SMA 

SMA is simply the average over a specified period. Popular SMAs are MA5, MA12, MA26 etc. An 

example of SMA is shown in the below Error! Reference source not found. 

2.11 Rate of Change-ROC 

The ROC calculates the difference between the current price and the price "n" periods ago. As the 

Rate-of-Change swings from positive to negative, the plot oscillates above and below the zero line.  

The formula of ROC is given below 

ROC = [(Closet – Closet-n) / (Closet-n)] * 100 

2.12 Relative Strength Index-RSI 

Welles Wilder introduced RSI in June 1978. It is a type of momentum oscillator and is one of the 

most extensively used indicators in stock market technical analysis. The formula of Relative 

Strength is given below: 

RSI = 100 – (100/1+RS) 

RS (Relative Strength) = Average of X days up closes / Average of X days down closes 

3 Literature Review 

A deep learning model using LSTM was developed by Sachdeva et al. [14] for forecasting National 

Stock Exchange (NSE) of Indian equity market. The dataset contained data of NIFTY 50 index and 

INFOSYS Ltd from Yahoo finance ranging from 11 Dec 2007 to 12 Dec 2018. The features were 

Date, Open, High, Low and Close prices. To avoid snooping bias, they split the data into train and 

test sets. Train set contained data from 11 Dec 2007 to 11 Dec 2017, and test set had the remaining 

data. Min Max Scaler from sklearn library was used as sigmoid activation function is known to work 

well with scaled data. In the experiment two-time steps of 20 and 60 were used. The RNN model 

was fed ‘n’ stock prices before time‘t’ to analyze and capture correlation and trend in price move-

ment. Based on its discovery the price of‘t+1’ day was predicted. Dropout was used for regulariza-

tion and ‘Adam’ & ‘RMSProp’ were used as optimizers. For different combination of optimizer, time 

steps and LSTM, the best output was found for RMSProp with 60-time steps. They achieved 97% 

accuracy in predicting Infosys and Nifty 50 stock market results. Their test set Mean Squared Error 

(MSE) and Root Mean Squared Error (RMSE) were 0.5625 and 0.74, respectively. From the results 

they reached at the conclusion that deep learning model is capable of predicting the NSE stock 

market. 

Banik et al. [15] proposed a hybrid Rough Set & Artificial Neural Network model for Dhaka Stock 

Exchange (DSE) movement prediction and achieved 97.89% accuracy overall based on their dataset 
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and experiment. They collected 8 years data of DSE spanning from January, 2004 to June, 2012. 

They spit the data to 70-30 train-test split. From the dataset, they generated MACD, MA5, MA12, 

PROC and RSI technical features which are generally used by technical analyst for financial time 

series prediction. Later these features were fed to train the models.  To perform reducts and con-

struct decision rules, the Rosetta Rough Set Toolkit was utilized to create a rough set model. 12 re-

ducts were found from their data. The RS model provides 87% overall prediction accuracy with 

72.31% of falling stock prices and 80.80% of rising stock prices prediction accuracy. For ANN they 

used 9:15:18:1 architecture where the learning rate used was 0.01 and momentum factor 0.90. They 

selected sigmoid transfer function at input and output layer. For back propagation, Levenberg Mar-

quardt back propagation algorithm was chosen. The ANN model predicted declining stock prices 

with 72.86% accuracy, increasing stock prices with 80.74% accuracy, and overall stock prices with 

78.37% accuracy. For the hybrid RS-ANN model first the ANN model was trained similar to previ-

ous architecture but with momentum factor 0.95. After that, the RS model was utilized to make 

reductions and construct decision rules based on the projected index. The hybrid model out per-

formed both RS and ANN models with accuracy of 97.89%, 95.93% and 96.87% for overall, falling 

and raising stock price prediction respectively. Based on their experiment results they recommend-

ed the hybrid model as a tool to guide investors of DSE. 

In their attempt to predict the Karachi Stock Exchange (KSE), Usmani et al. [16] used Single Layer 

Perceptron (SLP), Multi-Layer Perceptron (MLP), Radial Basis Function (RBF) and Support Vector 

Machine (SVM). They use 9 parameters i.e., Oil rate, gold rate, silver rate, Interest rate, Foreign 

Exchange Rate (FEX), News, Social Media feed, Simple Moving Average (SMA), Autoregressive 

Integrated Moving Average (ARIMA). They found that Oil rate has highest co-variance with market 

trend whereas FEX showed co-variance neutral.  The attribute values were normalized between -1 

to 1 as all of them can have negative/positive values. The dataset span from September 2015 to Jan-

uary 2016, because of dependencies on two attributes i.e., News and Social Media Feed (twitter), 

they were able to collect only 100 records of them between the mentioned time. These data were 

split to 70-30 ratio for train-test sets. Opinion Finder library was used for the text mining which lie 

between day close to next day market opening. As there were many non-English wards in the cor-

pus, hey suspected it might have compromised the models’ performance. Among the four developed 

models, MLP has the highest 77% accuracy on the test set. But SVM surprisingly showed 100% ac-

curacy on the training set even after when the library was changed. However, its performance on 

test set was lowest 60%.  

In their paper Bhowmick et al. [17] explored the prediction efficiencies between classical statistical 

models for financial forecasting and advanced neural networks namely RNN, LSTM, LSTM peep-

hole and Gated recurrent unit (GRU). They came to a conclusion that NN models outperform clas-

sical models such as ARIMA. Which shows the nonlinearity of the market was better captured by 

the NN models. The compare RMSE for performance evaluation, among the four NN models, per-

formance was close. The dataset comprised of 5 companies from DSE. The NAN values were 

dropped before applying MinMaxScaler from sklearn library. Four prices, Average, Close, Low & 

High were used as input to the models. The split into 80-10-10% for train-test-validation set, they 

used a 4-20-50-1 architecture for the NN models with learning rate 0.00001. Adam optimizer was 

used as it is less memory intensive and much suited for non-stationary, sparse data. The experi-

ment was run for 100 epochs. For NN models they used tensorflow and keras. Statsmodels library 

was used to train classical models such as autocorrelation (acf), partial-autocorrelation (pcf), the 

first differential autocorrelation and ARIMA. To further validate the experiment, they used Moving 

Average Convergence/Divergence (MACD) indicator, but later it was considered uninformative for 

prediction. 

Selvin et al. [18] proposed a model for short term value prediction of the NSE listed companies. 

They developed models for RNN, LSTM and CNN with sliding window approach and found CNN 

model was capable of identifying interrelation within the data and predict stock values. The dataset 

comprised of minute wise stock data of 1721 NSE listed companies between the period of July’14 
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and June’15. However, the work focused on 3 companies, 2 from the IT sector and 1 from the 

pharmaceuticals sector. The sliding window size was chosen to be 100 minutes which was chosen 

based on error rate of various window sizes. Interestingly, the training data was of Infosys from the 

period of 1 July 2014 to 14 October 2014. But the test data consisted of all three companies chosen 

earlier and lied between 16 October 2014 and 28 November 2014. All models were trained for 1000 

epochs. From the results it was evident that CNN gave more accurate results than other two mod-

els. It was asserted that the superior accuracy of CNN was due to its ability to predict the value 

based on current window. This enabled CNN to capture the dynamic changes and patterns occur-

ring in current window. The NN models’ result was compared with the output of ARIMA and it was 

found NN models outperformed ARIMA. 

In their work, Khare et al. [19] built models to forecast short-term prices of stocks in New York 

Stock Exchange using two distinct sorts of ANNs, Feed Forward Neural Networks and RNNs. The 

dataset consisted of over a one-year period long, minute-by-minute stock price data for 10 unique 

stocks recorded on the New York Stock Exchange. Normalization was done using MinMaxScaler to 

fit the data between 0 and 1 before feeding it to the NN models. Though they did not mention which 

particular features were fed to the models, the mentioned three categories Trend, Oscillator and 

Momentum, to which the features belong. The dataset was split to 70-30 ratio for train-test set. 

From the results of the experiment, they found that both LSTM and MLP models were able to pre-

dict the up-down price trend. However, the MLP model was able to predict the price more closely 

compared to the LSTM model. 

Li et al. [20] used 6 forecasting models with 9 feature combinations selected from 23 commonly 

used stock market technical indicators to analyze China Stock Market. They employed 12 distinct 

time periods to assess the impact of time period on the forecasting methods, using 400 epochs on a 

moving-window basis. Additionally, they compared the relationship between different feature com-

binations and model performance. In their work, they have tried to compare the performance of 

shallow machine learning (SVM, Naive Bayes and Decision Tree) and deep learning (MLP, RNN, 

LSTM). Deep learning modes outperformed other models in terms of accuracy, according to their 

findings. 

Porshnev et al. [21] tested the hypothesis that twitter sentiment analysis could provide additional 

information to increase stock market prediction accuracy. Using SVM the achieved the best accura-

cy of 64.10%, therefore rejecting their earlier hypothesis. They pointed the lack of accuracy can be 

attributed to low data points. 

4 Conclusion 

In this paper we have tried to summarize several concepts explored by researchers in the fields. We 

have showed how different stock exchange data are analyzed and which algorithms perform better. 

Most of the research is focused on a single company's data. However, most of the time there is a 

relationship between the price movements of more than one company. This is something that the 

researchers can explore. 
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