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Edge detection is important in digital image processing because it contains essen-
tial information that is needed to process the specific application requirement. The
feature detection and characteristic extraction processes are both directly influ-
enced by the edge detection procedure. The image quality is determined by the
retrieved edges and features. To derive the edge characteristics, several current
techniques such as Canny, Laplacian of Gaussian, Prewitt, Zero-Crossing, Roberts,
and Sobel are commonly used. However, when the amount of the dataset grows,
this strategy requires a lot of computing time. The high running suggests that edge
detection approaches have an impact on the overall efficiency of picture analysis.
To address these challenges, this paper introduces an edge detection technique
combined with machine learning algorithms. To reduce computing complexity, a
supervised convolution neural network is used in conjunction with the edge de-
tection procedure. The neural network employs automatic learning functions and
pre-training patterns to anticipate edge-related features with minimal effort. The
fully convoluted layer and max-pooling function are used in the convolution net-
work to reduce unnecessary features and forecast edges with the highest detection
accuracy. Edge prediction deviations are minimized during this procedure by back
propagating the incorrect value to the preceding layer, which improves the over-
all recognition rate. The system’s efficiency is then calculated using the MATLAB
tool, along with the appropriate performance measures.
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1 Introduction 

The process of predicting picture points, or sharp changes in the brightness of images, is known as 
edge detection [1, 2]. Image boundaries or edges relate to the designated sharp points. In computer 
vision, picture edges play an important role in recognizing image patterns. The image edges are 
constantly changing, resulting in discontinuities. Depth, surface orientation, material characteristics, 
and scene illumination are all examples of discontinuities [3]. The image is subjected to an edge 
computing process that identifies image structural elements and minimizes pattern analysis 
computation complexity. Because of the fragmentation, edge computing frequently causes 
misunderstanding [4]. The edges are formed from non-trivial images in which edge points may or 
may not be connected, resulting in uncertainty in image interpretation. To solve this problem, image 
edge attributes are investigated using basic techniques such as image processing, analysis, and 
pattern recognition. To improve the overall recognition rate, computing approaches should take edge 
attributes into account. The image has perspective independent and dependent qualities that are 
utilised to determine the image's boundary alterations [5,6]. Several edge detection techniques are 
used to consider these properties, including Robert's operator [7], Sobel's operator [8], Prewitt's 
operator [9], Second derivative operator [10], canny edge detection [11], and Laplacian of Gaussian 
[12] operators. 
These approaches effectively assess images and pertinent boundaries, but they run into problems 
when the size of the output image is lowered after applying the filter to the input image. The size of 
the considered image is 6*6, however if the edge detection is done with a 3*3 filter, the size of the 
output image is modified to 4*4. In general, the output image for a n*n image with a r*r filter size 
edge detection method is computed as (n-r+1)*(n-r+1). When using the edge detection approach, 
most of the essential information may be lost due to the smaller output image size. As a result, various 
studies [13] have used the padding approach to address image shrinkage concerns. The input image 
must be padded before the edge analysis technique is applied to reduce information loss. However, 
when the image and dataset sizes grow, the existing system consumes more calculation time. The 
maximum running time has an impact on the overall efficiency of picture analysis and pattern 
recognition. To address this problem, a supervised learning approach based edge detection technique 
is used in this study. Convolution neural networks are used in this method to anticipate image edge 
details. The network employs a collection of convolution layers to predict a set of edge patterns with 
the least amount of effort. The back propagation learning algorithm is used to verify the anticipated 
edge efficiency, which is then utilized to reduce the error rate. The suggested system is implemented 
with the help of the MATLB tool and the appropriate parameters.  

  The main contribution of the paper is listed as follows. 
• Using convolution networks to increase the accuracy of edge detection. 
• Minimizing the difference between the real and computed edge information by applying back 

propagation learning to propagate the error value. Here, convoluted pre-training model is created to 
improve the overall edge detection efficiency. 
The remainder of the paper is structured as follows. Section 2 delves into the viewpoints of many 
researchers on the edge detection technique. Section 3 examines the convolution-based edge 
detection technique and the system's efficiency, which is evaluated in Section 4. Section 5 describes 
the conclusion. 

 

2     Related Works 
Gholizadeh-Ansari, et al., 2020 [14] used a deep learning strategy to detect CT image edges. The goal 
of this research is to use dilated convolution networks to reduce edge computing complexity while 
minimizing information loss. The network identifies and extracts edge features in several directions, 
including vertical, horizontal, and diagonal, using non-trainable edge layers. The effective use of 
these layers lowers the rate of error and information loss. 
Orujov, et al., 2020 [15] used a fuzzy based edge prediction system to analyze and detect blood vessels 
in retinal pictures. To improve image quality, fund us eye images are first gathered and processed 
using a histogram equalization approach. The edge relevant information is then detected using 
Mamdani type 2 fuzzy rules. The resulting edge information enhances total vessel detection accuracy 
by up to 0.95 percent. The STARE and DRIVE databases were used to assess the system's 
effectiveness. The new strategy takes care of the system's dependability and flexibility. 
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Kartik, et al., 2021 [16] used deep learning techniques to detect edges from numerical digits. The goal 
of this project is to generate the decode stream in relation to the graph. First, the RGB images are 
converted to text, and then the image is converted to canny. To determine the number of occurrences, 
the transformed images are evaluated using a multi-label classification and segmentation process. 
This technique was performed indefinitely to obtain the digit decode stream. In comparison to 
previous approaches, the presented system has an 89 percent prediction rate. 
He, et al., 2019 [17] used bi-directional cascade neural networks to detect edges. To forecast the exact 
edge features, the incorporated neural network evaluates the image edges in a multi-scale viewpoint. 
Furthermore, the scale improvement module is used to study deeper edge information, which is more 
valuable for accurately identifying edges in complex images. The effectiveness of the introduced 
system is assessed using the Multi cue, NYUDV2, and BSDS500 databases, with the system achieving 
an accuracy of 0.828 percent. Deep learning approaches are effectively used in this image processing 
field, according to the above researcher's perspective, to improve the edge identification process. 
Information loss and production shrinkage, on the other hand, should be avoided at all costs. To 
address this problem, a convolution neural network is used to improve overall edge detection 
accuracy in this study. 

 

3     Convolution neural network based image edge detection  
This section discusses the edge identification technique using convolutional neural networks from 
various photos. The project's major goal is to reduce computation complexity while also boosting 
edge detection rates. Image processing and machine learning approaches are used in this study to 
attain this goal. The following is a detailed explanation of how image edge detection works. 

 
Preprocessing and image conversion 
Because the collected images are in RGB colour and have noise elements, the initial step of this task 
is image conversion and preprocessing. The compute complexity and time factor increase as a result 
of colour picture processing. To address this problem, photos are turned into binary images in this 
study to make the edge detection procedure easier. The RGB component's minimum and maximum 
levels are used in the conversion. After that, the brightness, hue, and saturation values are calculated, 
and the results are compared to the threshold value. If the pixel values are less than the threshold 
value, they must be kept; otherwise, they must be removed. To convert the photos, this process was 
repeated indefinitely. After that, the noise in the photos should be eliminated to improve the image 
quality. The noise pixel is replaced by a mean filter in this case. Each pixel is compared to the 
threshold value, and if it differs, it must be replaced with the mean value. The average value of the 
nearby pixels is used to calculate the mean value. To eliminate the noise from the photos, this process 
is repeated. When noise is removed from an image, the overall efficiency of edge computing 
improves. 

 
Edge Segmentation 
The next crucial stage is edge segmentation, which entails extracting the useful image boundary 
information that will be employed in further image analysis. In this study, a convolution neural 
network is used to detect edges in a picture. The method for resolving the output shrink and 
information loss problem with the least amount of calculation time. The convolute network is made 
up of numerous trained patterns that are used to calculate depth with minimal effort. Furthermore, 
the convolution network analyses pictures using sub sampling layers, which reduces computation 
time and improves edge detection accuracy. The network, on the other hand, uses a small sub-
sampling factor to estimate the edges in a straightforward manner. The network uses temporal or 
spatial sub-sampling, weight replications, and local receptive fields during computation. These fields 
are used to thoroughly evaluate the supplied photos, improving overall edge detection accuracy. 
The input layer takes the input images and processes them pixel by pixel using the local receptive 
fields. Then, using defined fields, neurons are used to anticipate image end-points, oriented edges, 
and corners. Finally, additional layers are placed to identify the image's features. There are two types 
of cells in the convolute network: simple and complicated cells. Using its receptive field, the simple 
cell investigates the images in order to derive edge-like patterns. The complex cell then uses the 
higher receptive field to determine the exact position of the edges. The network computes the 
relationship and correlation between the features during the edge analysis, which enhances the 
overall prediction rate. To improve the overall segmentation accuracy, each layer in the network is 
connected to the sub-units. Figure 1 shows the architecture of a convolution neural network. 
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Figure 1: Convolution neural network architecture 

The weight settings in each layer of the neural network are optimised for edge prediction accuracy. 
To increase total edge feature detection accuracy, the weights are connected to the next layer neurons. 
As previously said, the network has multiple layers, including input convolution layers, maximum 
pooling layer, sub-sampling layer, and completely convolution layer. Each layer uses a pre-defined 
function to do a given task. During the learning step, the images are initially presented in the shift 
format for extracting the edges from images. This method looks at the image edge features from 
various angles. The network encounters the translation invariant problem during computation, 
which has been solved by using the fully connected layer. After processing the input image, the down-
sampling is performed using the max-pooling layer. This stage aids in the reduction of the feature 
set's dimensionality. The pooling method separates the images into non-overlapping regions, making 
it easier to spot edge-related information. The system's major goal is to reduce upper-layer 
computation complexity while maintaining translation invariance. 
The first layer is the convolution layer, which is made up of kernels or filters that execute the 
convolution. The feature matrix is generated by convolving the convolution matrix with the input 
image. The stride or kernel of the convolution layer is applied to pictures to perform element-wise 
multiplication and obtain the output value. To obtain picture edge information, the kernel-based 
convolute operator is applied to each pixel in the image. For the output matrix, which is specified as 
padding, the input image matrix is combined with stripes of zero. The convolution network trains the 
features using the set of image patterns employed in the training step, and this technique is utilized 
to obtain exact edge details with little compute complexity. To determine the error value, the 
computed edge details are propagated to the previous layer. To train and learn the features, a back 
propagation technique is used. To obtain the edge information, this process is done indefinitely. The 
edge detected images are shown in figure 2 according to the discussion. 

                           
(a) Image conversion    (b) Noise Removed Images 

                              
(c)  Edge detected images             (d) Edge enhanced images 

            Figure 2: Sample output edge detected images 
 

To improve the entire pattern recognition process, the edge identified images are used for further 
image analysis. The system's effectiveness is then assessed using experimental data and discussions. 
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3    Results and Discussions 
This section assesses the effectiveness of the edge detection procedure based on convolution neural 
networks. On an Intel R CoreTMi7-3770K CPU running at 4GHz, 8GB RAM, and Windows 10 
Professional, the mentioned method is implemented using the MATLAB program. The collected 
photos are processed in this step by transforming them to binary images. The conversion procedure 
entails calculating brightness, hue, and saturation, and then estimating a threshold value to 
transform the pictures into binary. The noise in the photos is then replaced with a mean value that 
covers nearly all of the pixels in the image. The edge detection accuracy is improved by the noise 
removal technique. Finally, using the completely convolution layer, pooling layer, and activation 
function, convolute network layers are used to analyze picture edges in multiple directions such as 
vertical, horizontal, and diagonal. During the analysis, CNN network uses the 9*9 filter size kernel 
and, 64 numbers of channels are utilized.  The PSRN, SSIM, and accuracy measures are then used to 
evaluate the introduced system's results. The following is how these metrics are calculated. 

 
Peak Signal to Noise Ratio (PSNR) 
The PSRN value is used to determine the quality of the anticipated edges, which is expressed in 
decibels (dB). 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10(
𝑅2

𝑀𝑆𝐸
)                                                                                        (1) 

The MSE (difference between the actual and anticipated edge details) is given as the error rate in eq 
(1), and R is the input image maximum variations. 

 
Structural Similarity Index (SSIM) 
The SSIM metric determines how similar the actual and edge detected pictures are. eq is used to 
calculate the SSIM (2) 

𝑆𝑆𝐼𝑀 = [𝑙(𝐼𝑜, 𝐼𝑟)]𝛼 . [𝑐(𝐼𝑜 , 𝐼𝑟)]𝛽 . [𝑠(𝐼𝑜 , 𝐼𝑟)]𝛾                                                             (2) 
In eq (2) 𝛼 = 𝛽 = 𝛾 =1.  According to the definition of SSIM, SSIM=1 if the two pictures I o and I rare 
are equivalent. 
These performance metrics are compared to edge detection approaches like Canny, Laplacian of 
Gaussian, Prewitt, Zero-Crossing, Roberts, and Sobel. The quantity of photographs is used to 
compare the system's effectiveness. The acquired findings are shown in Figure 3. 

 
Figure 3: PSNR (dB) Analysis 

 
In comparison to other existing edge detection methods, the presented convolution neural network 
(CNN) method computes picture edges with good quality, as shown in Figure 3. The convolution 
network in this case employs many layers with stride that convolution with the input information. 
The quality of the photos is improved by this convolution technique. The high PSNR value implies 
that the system has a high SSIM value when compared to other approaches, as seen in Figure 4. 
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Figure 4: SSIM Analysis 

 
The high SSIM value in figure 4 shows that the proposed CNN method achieves a high structural 
similarity with the actual and edge detected image. When compared to other methods, the effective 
usage training pattern and learning procedure improves the overall SSIM value. Table 1 shows the 
edge detection accuracy that was attained.  

 
Table 1: Edge detection accuracy 

Methods Canny 
Laplacian 

of Gaussian Prewitt 
Zero-

crossing Roberts Sobel CNN 

Accuracy 78 79.68 82.89 83.1 87.38 89.29 94.86 
PSNR 3.21 2.96 2.72 2.03 4.00 4.37 7.24 

SSIM 0.420 0.476 0.581 0.635 0.69 0.749 0.966 
 

As a result, when detecting edges from images, the proposed CNN technique achieves a 94.86 percent 
accuracy. The extracted edges have a higher similarity to the source photos (0.96) and are of higher 
quality (7.24dB). In comparison to other approaches, the extracted edges have a high efficiency value. 

 

5     Conclusion 
 As a result, the research examines visual edge detection using convolution neural networks. 

The photos are gathered and transformed into binary images to make the edge detection algorithm 
easier to use. Following that, mean values are computed by comparing the pixel to a threshold value 
in order to remove noise information. This procedure improves the accuracy of edge detection much 
more. The edges from the image are then estimated using convolution layer functions such as 
pooling, drop out, and activation layers. The appropriate use of these layers enhances the overall 
accuracy of edge detection. The effectiveness of the system was examined using MATLAB findings, 
which showed that the system ensured 94.86 percent accuracy when compared to other methods. 
Optimized methods will be implemented in the future to increase overall edge detection accuracy. 
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