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Leukemia is a life-threatening ailment and is a non-tumor type of cancer which
results in large number of abnormal white blood cells known as blasts. Image pro-
cessing and machine learning techniques can be used to help the pathologists to
detect and classify these cancer cells. The present work tries to classify the blast
cells of acute leukemia (B-Lymphoblasts) against healthy lymphocytes by a cus-
tom made Deep Convolutional Neural Network (DCNN) developed by the authors
and named as LeukNet using an online dataset C-NMC 2019. The LeukNet is able
to classify the cancer cells against the healthy cells with an Accuracy of 86.73%
without much complicated segmentation and feature extraction. Even though the
accuracy is slightly less compared to the related works on the same dataset, the
classification model used in the study is comparatively simple.
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1 Introduction 

Leukemia is usually diagnosed by the physicians from the signs and symptoms of the patients and with 

the help of pathologists for laboratory tests. The pathologist generally carries out a complete blood 

count (CBC) test of the suspected patient and may go for blood and bone marrow examination of the 

smear [1,2]. But these laboratory tests are error-prone and heavily depend upon the expertise of the 

clinical technicians and pathologists. These methods also suffer from the intra and inter-observer 

variabilities. Image processing methods can assist pathologists in a quick and easy diagnosis of 

leukemia by processing and analyzing the images of blood and bone marrow smears [3,4]. It also has 

an advantage that the expert can analyze the images from a remote location as the images can be easily 

and quickly sent over the internet [3,4,5]. 

Machine Learning (ML) and Deep Learning (DL) are subsets of Artificial Intelligence and they have 

been used widely for the Computer Aided Diagnosis (CAD) of many diseases including leukemia, for the 

last several years. The DCNNs have the advantage of automatically identifying and capturing the 

features of the images for classification compared to conventional ML techniques which depend upon 

user-crafted feature extraction [5]. The DL based techniques are already used by several researchers for 

the computer-aided detection and classification of different types of leukemia [3-12]. Rastogi et al. [3] 

reported the classification of leukocytes and leukemic cells with a CNN feature extractor “LeuFeatx” and 

they got 96.15% accuracy in classifying ALL cells against healthy cells. The studies [4-12] also reported 

the detection and classification of acute leukemia with CNNs using some datasets of leukemia other 

than the C-NMC dataset. Shubham et al. [13] tried the detection of B-cell Acute Lymphoblastic 

Leukemia (ALL) with the C-NMC dataset used by the present study, adopting heterogeneity loss and 

ensemble strategy and obtained a weighted F1 score of 95.26%. Oliveira et al. [14] attempted the 

classification of leukemic cells against normal cells on the C-NMC dataset with VGG16, VGG19 and 

Xception networks and achieved an F1 score of 92.6%. Bukhari et al. [15] carried out ALL detection 

using squeeze and excitation learning on ALL-IDB dataset and obtained an accuracy of 98.3%. Shafique 

et al. [16] tried the detection and classification of ALL on the ALL-IDB dataset using a pretrained DCNN 

AlexNet and they achieved an accuracy of 96.06% for the classification of leukemia. Laurence et al. [17] 

proposed ALL detection on the C-NMC dataset using Depthwise Separable CNNs and obtained an 

accuracy of 91% on the validation set. They do not reveal the accuracy obtained on the testing dataset. 

Zhou et al. [18] tried ALL detection on a dataset of 1732 bone marrow images collected from Shanghai 

Children’s Medical Center using CNNs and they obtained an accuracy of 89%. D. Kumar et al. [19] 

proposed ALL and Multiple Myeloma detection on SN-AM dataset of bone marrow images using DCNN 

and obtained an overall accuracy of 97.2%. 

2 Methods 

The classification of B-Lymphoblasts against healthy lymphocytes is carried out by a custom made 

DCNN developed on MALAB R2021a platform and the experiments were done on single CPU based 

computer system having 12GB RAM. We have used a simple classification model without involving any 

image segmentation and image enhancements as shown in Fig. 1. The images in the dataset in their raw 

form are given to the LeukNet for classification and training is initiated. The CNN then learns the 

features of the images automatically and classifies them into Lymphocyte or B-Lymphoblast. 

 

                             

                               Image Dataset 
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2.1     Image Dataset 

The images used in the study were obtained from the C-NMC challenge dataset of ISBI 2019 which 

consists of several images of leukemic (ALL) and healthy cells (HEM). We downloaded 2397 images of 

ALL and 1130 HEM images and since the dataset is unbalanced, we balanced the images in the two class 

equal to 1130 by randomly deleting 1267 ALL images. Sample images of C-NMC dataset is shown in Fig. 

2. The images were in the bmp format having a size of 450 × 450 pixels which are then resized to 224 × 

224 to suit the image input size of the DCNN, LeukNet using data augmentation by DL methods. 

                                             

                                            

       Fig. 2 Sample ALL and HEM images (Row 1: HEM, Row 2: ALL) 

2.2 The LeukNet 

The classifications in the present study were performed by LeukNet which is designed as a series DCNN 

having a depth of 5 and 17 layers as shown in Fig. 3. The combination of Convolution, ReLU and Max 

Pooling layers is repeated 3 times and it uses 2 Fully Connected layers also which makes the depth of 

LeukNet to 5. All the 3 convolution layers use a filter size of 3 × 3 and the number of filters in the first, 

second and third convolution layers are 64, 128 and 256, respectively. The cross-channel normalization 

layer performs a channel-wise local normalization, that is, it replaces each element with a normalized 

value obtained from the elements of a certain number of (5 in this case) neighboring channels. The pool 

size, which determines the rectangular pooling region, used in all the three max pooling layers is 3 × 3. 

The Dropout layer sets the probability (0.5 in this case) for dropping out input elements and it helps to 

prevent the network from overfitting. 

 

 

 

                                                                                                           .                      

          

   

 

Fig. 3    Layers of LeukNet 

3 Results 

Training of the DCNN is initiated by splitting the images in the dataset randomly such that 70% images 
are used for training, 20% for validation and the remaining 10% for testing. The optimization algorithm 
used in the study is Adaptive Moment estimation (ADAM) [19,20] which adjusts the network 
parameters to minimize the loss function. We have used an initial learning rate of 0.0001, 10 Epochs, 
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validation frequency of 5 and learning rate schedule to drop the learning rate by a factor of 0.5 after 7 
Epochs. A total training time of 45 minutes and 34 seconds has taken and the classification resulted in 
a validation accuracy of 84.51%. Testing is then carried out with 10% of the images which were not used 
in training and validation and obtained an accuracy of 86.73%. Fig. 4 shows few classified images in 
the testing phase with the associated probability of falling to that particular class (ALL or HEM). The 
confusion matrix is then plotted and is shown in Fig. 5 which revels that 97 out of 113 ALL images (B-
lymphoblasts) are correctly classified and 99 out of 113 healthy lymphocytes images (HEM) are also 
correctly classified.  

 

Fig. 4 Few classified images by LeukNet (testing phase) 

 

Fig. 5 Confusion Matrix 
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4 Discussion 

The DL based studies for hematological image analysis witnessed promising growth from the year 2018 

onwards and many researchers attempted the classification of leukemic cells against normal cells. The 

present work tried the classification of ALL cells against HEM (normal) cells with the C-NMC dataset. 

The accuracy of 86.73% in the testing phase is slightly less compared to the other works [12,13,16] which 

used the C-NMC dataset but the present study has the advantage of using a simple classification model 

without the use of user defined feature extraction and image enhancement techniques. The dataset used 

is also small compared to the other methods which used the entire C-NMC dataset and it can also be 

attributed to the slight fall in accuracy. Large dataset is avoided in the study since it uses a single CPU 

system to perform the classification and the training time will be exorbitantly high if the dataset is very 

large. 

 

5 Conclusion 

A deep learning-based classification of B-lymphoblasts against healthy lymphocytes by the DCNN 

LeukNet using the dataset of C-NMC is detailed in the present work. The classification resulted in 

86.73% accuracy in the testing phase which has 113 images in either class (ALL and HEM). The proposed 

work has the merit of using a simple classification framework compared to the related works which used 

complex feature extraction and image enhancements. The study considered the detection of ALL with 

the C-NMC dataset alone and future research can be done by experimenting on other datasets so that 

classification of leukemia subtypes can be done. 
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