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Numerical techniques is a branch of mathematics that explores problem-solving
methods that account for approximation errors. This paper defines the algorithms
for some of the most popular iterative procedures for solving polynomial prob-
lems, including the Bisection Method, Newton- Raphson Method, Secant Method,
and Gauss-Jacobi Method and many more. The purpose of this research is to use
MATLAB software to solve numerical method problems. The primary goal of this
study is to describe and resolve various numerical methodologies using a single
platform. We also provide a brief overview of different methodologies and their
underlying algorithms, which may make them easier to comprehend.
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1. Introduction 

MATLAB is a high-performance language for technical computing. It integrates computation, 
visualization, and programming environment [1]. MATLAB is a very powerful software package that 
has many built-in tools for solving problems and for graphical illustrations [2]. MATLAB stands for 
MATrix LABoratory. The heart of MATLAB is the MATLAB language, a matrix-based language 
allowing the most natural expression of computational mathematics. The MATLAB software package 
offers a setting in which we can study programming and investigate the architecture of numerical 
algorithms [4]. 

 

2. Bisection Method 

For the solution of polynomial equations, use the bisection method. The interval containing the 
equation's root is divided and separated by it. The guiding principle for this method is the intermediate 
theorem for continuous functions The proper answer is eventually attained by gradually reducing the 
distance between the positive and negative intervals. [5] In this procedure, the gap is closed using the 
average of the positive and negative periods. It is a simple method, but it is time-consuming. Other name 
of bisection method, the Interval Halving method, the Root-finding method, the Binary search method, 
and the Bolzano method. 

 

2.1 Bisection Method Algorithm 

1. Start 
2. Create a function f(x) 
3. Choose initial guesses x0 and x1 such that f(x1)f(x2) < 0 
4. Choose the acceptable error e. 
5. Calculate new approximated root as c = (a+ b)/2 
6. Calculate f(a)f(b) 

if f(x0)f(x2) < 0 then x1=x2 
if f(x0)f(x2) > 0 then x0 = x2 
if f(x0)f(x2) = 0 then goto (8) 

7. if |f(x2)| > e then repeat (5) otherwise goto (8) 
8. Display x2 as root of the equation . 
9. Stop 

A Example 
 

 
Fig. 1 Bisection Method Example 
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B. Output 
 

 

Fig. 2: Bisection Method Output 

 
 

3. Newton-Raphson Method 

Newton's method or Newton–Raphson method is named after Isaac Newton and Joseph Raphson. It is 
a method for quickly estimating the root of a real-valued function, such as f(x) = 0 or f(x)=0. [6]. It is a 
powerful and fastest technique for solving equations numerically. In differential calculus, it is based on 
the simple idea of linear approximation. [8]. 

 
A. Newton-Raphson Method Algorithm 

 
1. Start 
2. create function as f(x) 
3. define derivative of f(x) as g(x) 
4. Enter starting guess (x0), tolerable error (e) and maximum iteration (N) 
5. Initialize iteration counter i = 1 
6. If g(x0) = 0 then print "Mathematical Error" and exit otherwise proceed (7) 
7. Calculate: x1 = x0 - f(x0) / g(x0) 
8. Increment iteration counter i = i + 1 
9. If i >= N then print "Non Convergent” and proceed (12) otherwise proceed (10) 
10. If |f(x1)| > e then set x0 = x1 and go to step (6) otherwise to step (11) 
11. Print root as x1 
12. Stop 
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A. Example 

 

Fig. 3 Newton-Raphson Method Example 
 
 

B. Output 
 
 

 

 
Fig. 4 Newton-Raphson Method Output 
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4. Secant Method 

The Secant method is a root-finding methodology for numerical analysis that makes use of a series 
of   secant line roots to more accurately approximation the root of a function f. Secant Method is 
open method. It starts with two initial guesses for finding the real root of the non- linear equations. 
In this method if x0 and x1 are initial guesses then next approximated root x2 is derived by 
following formula: x2 = x1 - (x1- x0) * f(x1) / ( f(x1) - f(x0) ) This is an algorithm for Secant method 
which involves the repetition of the above process i.e., we use x1 and x2 to find x3 and so on until we 
find the root within desired accuracy.[10] 

 
 

A. Secant Method Algorithm 

 
1. Start 
2. create function as f(x) 
3. Enter initial guesses (x0 and x1), tolerable error (tol) and maximum iteration (n) 
4. Initialize iteration counter i = 1 
5. If f(x0) = f(x1) then prints "Mathematical Error" and proceed (11) otherwise goto (6) 
6. Calculate: x2 = x1 - (x1-x0) * f(x1) / ( f(x1) - f(x0) ) 
7. Increment iteration counter i = i + 1 
8. If i >= N then print "Not Converge" and proceed(11) otherwise proceed (9) 
9. If |f(x2)| > e then set x0 = x1, x1 = x2 and proceed with step (5) otherwise goto (10) 
10. Print root as x2 
11. Stop 

 
 

B. Example 
 

 

Fig. 5 Secant Method Example 
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C. Output 
 

 
 

Fig. 6 Secant Method Output 
 

5. Gauss-Jacobi Method 

The Jacobi method is an iterative algorithm in numerical linear algebra for finding the solutions of a 
strictly diagonally dominant system of linear equations. A rough value is entered after solving for each 
diagonal element. The process is then repeated until convergence isreached. [11]. 

 
A. Gauss-Jacobi Method Algorithm 

 
1. Start 
2. Arrange given system of linear equations in diagonally dominant form 
3. Read tolerable error (tol) 
4. Convert the first equation in terms of first variable, second equation in terms of second variable and 
so on. 
5. Set initial guesses for x0, y0, z0 as zero and so on 
6. Substitute value of x0, y0, z0 ... from step 5 in equation obtained in step 4 to calculate new values x1, 
y1, z1 and so on 
7. If| x0 - x1| > tol and | y0 - y1| > tol and | z0 - z1| > tol and so on then proceed step 9 
8. Set x0=x1, y0=y1, z0=z1 and so on and proceed step 6 
9. Print value of x1, y1, z1 and so on 
10. Stop 

Diya Mehra, Priyanka Sond, Reena Agnihotri

114



 

A. Example 
 

 
Fig. 7 Gauss Jacobi Method Example 

 
 
 

B. Output 
 
 

 
 

Fig..8 Gauss Jacobi Method Output 
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6. Gauss-Seidel Method 

The Liebman method and the sequential displacement method are other names for the Gauss-Seidel 
approach. This approach bears the names of the mathematicians Philipp L. Seidel (1821–1896) and 
Carl Friedrich Gauss (1777–1855). In numerical techniques, an iterative approach is used to solve a set 
of linear equations. Round-off error can be managed by the user using the Gauss-Seidel Method. 
Round-off errors can have an impact on the number of methods for elimination. This method is 
modification of the Jacobi’s iteration method. [12]. 

 
 

A. Gauss-Seidel Method Algorithm 
 

1. Start 
2. Arrange the system of linear equations in diagonally dominant form 
3. Read tolerable error (tol) 
4. Convert the first equation in terms of first variable, second equation in terms of second variable and 
so on. 
5. Set initial guesses for y0, z0 and so on as zero. 
6. Substitute value of y0, z0 ... from step 5 in first equation obtained from step 4 to calculate new value 
of x1. Use x1, z0, u0 ...... in second equation obtained from step 4 to calculate new value of y1. Similarly, 
use x1, y1, u0 ... to find new z1 and so on. 
7. If| x0 - x1| > tol and | y0 - y1| > tol and | z0 - z1| > tol and so on then proceed step 9 
8. Set x0=x1, y0=y1, z0=z1 and so on and proceed step 6 
9. Print value of x1, y1, z1 and so on 
10. Stop 

 
 

A. Example 
 
 

 

Fig. 9. Gauss Seidel Method Example 
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B. Output 
 
 

 

Fig .10 Gauss Seidel Method Output 
 

7. Simpson’s 1/3 Rule Method 

A numerical approach to find the integral b y dx within the limiting limits a and b in numerical 
integration is the Simpson's 1/3 rule. The integral of the bounded parabola is computed using Simpson's 
1/3 approach, and the approximate integral is then shown. A polynomial of degree two, p(x), or a 
parabola between the two boundaries a and b, is used to approximate f(x). [14]. 

 

1. Begin by defining function f(x) 

2. Read the number of sub intervals, the top limit of integration, and the lower limit of integration. 

3. Calculate: step size = (upper limit - lower limit)/number of sub interval 

4. Set: integration value = f(lower limit) + f(upper limit) 

5. Set: i = 1 

6. If i > number of sub interval then goto 

7. Calculate: k = lower limit + i * h 
If i mod 2 =0 then Integration value = Integration Value + 2* f(k) Otherwise 
Integration Value = Integration Value + 4 * f(k) End If 

8. Increment i by 1 i.e. i = i+1 and go to step 7 

9. Compute the Integration value = Integration value * step size/3 

10. Show Integration value as the required response 

11. Stop 
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A. Example 
 

 
 

Fig. 11 Simpsons Rule Example 
 
 

B. Output 

 
 

 

Fig.12 Simpsons Rule Output 
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8. Conclusion 

In this paper, we have discussed variety of numerical methods for finding the solution of ordinary 
equations with initial conditions by MATLAB Programming. As a result, we can conclude that these 
numerical methods are useful for obtaining approximate solutions. This work could be expanded in 
several ways. We have only introduced the fundamental algorithms and MATLAB code in this paper, 
and we can expand on this by introducing the convergence of the other numerical methods and 
comparison between different methods by plotting graphs. 
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