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Recognizing human expressions and emotions is one of the most powerful and
challenging tasks in social communication. In general, facial expressions are a nat-
ural and direct way for humans to express the emotions and intentions. To build
a system for acknowledging and recognizing the different emotions present in the
emotion spectrum (namely: happiness, sadness, fear, anger, disgust and surprise).
This paper goes through the various approaches that can be followed for this topic.
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1. Introduction  
 
With the advancement of technology, the only limits Artificial Intelligence is shackled 
by are our own imagination and skill. Psychometric analysis, which may be utilised for 
a variety of objectives, is a prominent area where AI can be used. Our goal is to dip our 
toes into this sphere and see what AI is actually capable of. Nowadays, it is paramount 
to teach machines about human emo-tions. This is due to the fact that ‘Social 
Intelligence’ requires the advancement of this in its field. It also quickens the progress 
in the field of HCI (Human-Computer Interaction). Machines in the future must be 
able to interact with human beings like any other human being would. Only then, the 
term ‘Artifi-cial Intelligence’ be completely justified. This can be achieved by 
extensively learning, imitating and differentiating between the different emotions a 
human being can go through. 
 

2 Different Approaches Followed for FER 
 
2.1 Neural Networks 
 
The neural network has a hidden layer of neurons. The strategy is predicated on the 
assumption that for each image, the system has access to a neutral face image.  
Face Emotion Recognition using CNN is a two-part CNN that eliminates the image's 
backdrop before focusing on the extraction of facial feature vectors. The expressional 
vector is used by the FERC model to detect the six kinds of regular facial expressions. 
 
2.2  Gabor Filter 
 
Gabor Filter is a texture analysis filter. It is prevalent in image processing. It ex-amines 
whether the image contains any certain frequency content in specific di-rections in a 
constrained region surrounding the point or region of interest. 
 
Despite the absence of evidence, it’s hotly debated whether Gabor filters are similar to 
the human visual system. They are mainly used in two processes: 

• Texture Discrimination. 
•         Texture Representation.  

Gabor filters and Gabor wavelets can be built for a variety of dilations and rota-tions 
and are considered related.  
If expansion was needed, computation of bi-orthogonal wavelets (a very time-
consuming process) would be required. This is why expansion is generally not done by 
Gabor wavelets. As a result, a Gabor filter bank with varied sizes and rotations is 
commonly built. To create a Gabor space the signals and filters are convolved together. 
This process is identical to what happens in the main visual cortex. 
 
2.3 HOG Feature 
  
A feature descriptor is used to determine the most essential characteristics 
in any image.  
These feature descriptors are utilised to distinguish between the various photos.  
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Some different types of feature descriptors are: 
• HOG 

• SURF 

• SIFT 

 
Histogram of Oriented Gradients is a window supported frame feature that uses 
gradient filters. The edge information of the registered face photographs is used to 
extract the features. 
 
The structure/shape of the object/image is the key concern for a HOG feature 
descriptor. It is able to identify edge features as well as edge directions. Calcu-lating 
the gradient and orientation (in localized regions) is done to recognize edge features 
and direction. 
 
2.4 Support Vector Machines 
 
SVMs are ‘Supervised Learning Models’, these are used in:  
• Regression Analysis 

• Classification 
  

SVM produces findings that may be divided into two groups. As a result, it is classified 
as a non-probabilistic binary model. SVM needs to create a decision boundary that 
divides an n-dimensional space into specific categories. To create the hyperplane, 
SVM selects the extreme points. These are known as support vectors. 
  
There are two types of SVMs:  

• Linear: Which is used when a dataset can be separated into 2 categories by 
one straight line.  

• Non-Linear: When a dataset can't be divided by a straight line. 
  
There can be multiple decision boundaries. But the one that is the best out of all of 
them is the hyperplane. 
 

3. Algorithms Used 
 
3.1 Convolutional Neural Network  
Face recognition technique based on CNN (Convolutional Neural Network) has been 
the most widely used approach in the field of face recognition since the in-vention of 
deep learning. The convolutional and downsampled layers of CNN are built using 
opencv's convolution and downsampling functions to analyse the images. At the same 
time, MLP's essential premise is to grasp the whole connec-tion and classification 
layers, and to do so using Python's theano module. The convolution and sampling 
layers are integrated into a single layer to simplify the CNN model. Improve the picture 
recognition rate significantly using the already trained network. 
 
3.2  Haar Cascade 
  
A Haar Cascade's main goal is to recognise objects in photos and videos.  
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To make a Haar Cascade, 4 steps are needed: 
 
• Haar Features Calculation 

• Integral Image Creation 

• Adaboost 

• Cascading Classifiers Implementation 
  

The sum of the image pixels in the darker part of the image and the sum of the image 
pixels in the lighter part of the image are calculated. The algorithm uses edge or line 
detection features. 
 

4. Modules Implemented 
 
4.1 Face Detection and Expression Classification 
  
4.1.1    Datasets used 

• RAF-DB (Real World Affective Faces Database) : This contains around 30,000 
facial images with various features and emotions that were extensively 
obtained from the internet. 

• FER2013: Facial Emotion Recognition Database - The images in this dataset 
are grayscale images that have a resolution of 48 x 48 pixels. 
  

The faces in the images have already been adjusted and justified so there aren’t any 

unnecessary portions in the image and all the faces take up a similar amount of area. 

 
4.1.2 Facial Feature Extraction  
Locations, regions, and landmarks are located in a 2D or 3D range picture in Facial 
Feature Extraction. This is then used to get a numerical feature vector at this stage. 
The most common features that are extracted are: 

• Eyebrows 

• Nose Tip 

• Eyebrows 
• Lips  

This step is critical since it serves as the foundation for subsequent approaches like 
facial expression recognition., face tracking, etc. The most important fea-ture to be 
found is the eye since the other feature locations can be found using it. 
  
4.1.3  Facial Registration 
  
Face Registration is a technique for recognizing and identifying human faces.This, in 
turn, is utilized for a variety of applications.Facial Localization reveals significant 
features that should be taken from the faces in the image.These faces are then 
conformed to match a template image. 
 
4.1.4  Preprocessing 

 
Raw data is transformed into well-formed data sets in the preprocessing step.This is 
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  done to utilize data mining processes.  

 
The most commonly used preprocessing processes are: 

• Reducing noise in the image 

• Making the image grayscale or binary 

• Altering the pixel brightness in the image. 

• Geometric Transformation. 
  
Raw data cannot be used consistently since it is incomplete and inefficient most of the 
time. But if data analytics is to be done on this data, it needs to be adequate. How well 
a project performs depends on how well the data is format-ted. 
 
4.1.5  Emotion Classification  
 
The aim of this step is to compartmentalize the face on the basis of the six basic 
human sentiments. 
  
These six emotions are: 

• Happiness 

• Sadness 

• Anger 

• Fear 

• Surprise 
• Disgust 

  
There is a seventh ‘neutral’ emotion as well which serves as the base for com-paring 

emotions.  
 
 
 
 
 
 
 

Fig. 1: Emotion Classification 

 
4.2 Audio Detection and Emotion Classification 
  
4.2.1 Datasets used:  
      

(i) RAVDESS: Ryerson Audio-Visual Database of Emotional Speech and 
Song  

It is an open source database that contains around 8000 audio files.247 different 
volunteers have supplied ratings with varying intensity, genuineness, etc. All of these 
volunteers came from North America. 
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        Fig. 2: Graph of Emotions 
 
4.2.2 Audio Feature Extraction and Classification:  
 
For this step, CNNs were used as well.CNNs are well known to work well on images. 
This is because they can find pat-terns even when they are translation invariant and 
spatially hierarchical.This basically means that if there are two copies of the same 
image in the same plane but in different positions, the CNN can identify that both the 
images are the same image but they aren’t in the same location/position.So, we can 
use features that look like an image and use them in a CNN. 

 
There are two types of images that a CNN will accept: 

• A color image with three channels (RGB) 

• A grayscale image with one channel. After doing that, a Mel-Spectrogram is      
needed. 

 
MFCC - Mel-frequency cepstral coefficients. These are the values that make up a 
Mel-Spectrogram.This results in sculpting the audio features like an image. 
 

5. Results 
  

From the above analysis, we have decided to go with the CNN based implemen-
tation for our project.  

• That, used in tandem with the various datasets mentioned above, gives us     
acceptable results.  

• The accuracy we got from our project was:  68 percent 
 

6.  Conclusion 
 
The emotion recognition system implemented in this research work is a robust model 
that maps behavioral and psychological characteristics. The psychologi-cal 
characteristics such as happiness, sadness, anger, fear, surprise are directly correlated 
to the geometrical structures and positions of the facial features. This topic can be 
further implemented to design asymmetric cryptosystems that will make systems like 
passwords and smart cards obsolete. 
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