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Initially the computers used to perform complex calculations and stored the data as
well the instructions of how the data was handled. The evolution of computers was
mainly focused on managing, manipulating and storing the data while following
the instructions. Furthermore, algorithms were created that read large amounts of
data and could apply classification and prediction rules that understood the data
and extract insights from that data. This was the beginning of Machine Learning
which is a subpart of Artificial Intelligence. The revolution of Artificial Intelligence
and Machine Learning is the talking point of almost every conversation that takes
place today. In this paper, we take you through the history of Machine Learning
and AI through its algorithms. The development and advancement of algorithms
and how it is changing the scenario today. We also provide a comprehensive and
comparative analysis of different Machine Learning algorithms so that it is under-
stood in its entirety.
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1 Introduction 

Humans have used a variety of instruments and tools to make certain jobs easier for ages. This ingenui-
ty of the human mind resulted in the development of all the machines that exist today. These devices 
made life easier for individuals by allowing them to address a variety of demands, such as travel [1], 
agriculture[2]-[3], industry [4]-[5], sports [6] and computing [7]-[8]. One among them is machine 
learning. 
 
In 1950, Alan Turing conceived the idea of using computers to replicate intelligent behaviour and ana-
lytical thinking. Alan Turing gave the idea of “learning machines” with the concept of computers being 
able to replicate intelligent behavior and analytical thinking [9].  John McCarthy in the year 1956 
coined the term “Artificial Intelligence” and he defined it as „the science and engineering of making 
intelligent machines.‟ This was the conceptualization of computers acting like humans, which we know 
today as intelligent machines. The term Machine learning was popularized by Arthur Samuel in 1959, 
he defined it as the branch of study that enables computers to learn without being explicitly pro-
grammed [10]. Arthur Samuel was well-known for his computerized checkers game, and he popular-
ized the term Machine Learning [10].  
 
Machine learning is used when humans are unable to interpret or understand a humungous amount of 
data. It teaches computers how to operate with data efficiently. It is a tool that helps transform the data 
into analytical information and helps extract information from the data to predict future happenings. 
Every data-related problem is unique, and the same type of approach cannot be employed for each is-
sue. Therefore, Machine learning employs a variety of algorithms for data analysis and prediction. It 
can read data in numerous ways. The type of method used is determined by what exactly you are 
searching for from the data, the number of variables involved, the best model to use, and other parame-
ters to consider.  
 
Let us look into different categories of Machine Learning Algorithms to understand their working and 
the solutions that they provide for a wide range of problems.  

2 Supervised Learning 

Supervised learning is defined by its use of labeled datasets to train algorithms that precisely classify 
data or predict the outcomes (By: IBM Cloud Education, 2020)[11]. Thus, supervised learning algo-
rithms could be used to solve classification problems or for regression.  

3 Classification 

It is used when the dataset is to be categorized into discrete sets of classes. It determines the class label 
for an unlabeled test case. There are varied applications of classification like email filtering, speech 
recognition, handwriting recognition, biometric identification, document identification et. al. Decision 
Tree, Naïve Bayes, Linear Discriminant Analysis, k-nearest neighbor, neural networks, and Support 
Vector Machines are among the most used algorithms for classification problems.  

4 Decision Tree Algorithm  

Among all the algorithms mentioned above, Decision Tree is one of the most frequently used algo-
rithms for classification. It is also sparsely used for regression analysis. Let us discuss a brief history of 
Decision Tree algorithm. 
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In 1959, William Belson in his paper “Matching and Prediction on the Principle of Biological Classifica-
tion”, suggested an empirical way of prediction where he used punch cards for binary classification 
[12]. Here, the first-order predictor is divided into two groups A and non-A, and this is done with as 
near as possible a 50/50 split. 
 
For the second-order predictor, the search would be different in both the A and non-A groups, but the 
division remains precisely the same. The split continues till either the size of the sub-group is mini-
mized to a point that is unintelligible for analysis or the predictive power of the next predictor is too 
low for the concerned sub-group. This “biological classification” could be called the basis for the deci-
sion trees that we use today. 
 
The mid 90‟s to early 2000s was a time when a lot of statisticians conceived a lot of algorithms relating 
to decision trees and ensemble learning. Breiman‟s work in machine learning and statistics is notable 
as he proposed the Classification and Regression Trees in 1984. CART used Gini index as the splitting 
criterion for the nodes to create a binary decision tree [13]. 

Table 1. Comparison of Decision Tree Algorithms 

Methods CART C4.5 C5.0 CHAID QUEST 

Proposed by 
author in the 
year 

Breiman, 1984 Ross Quin-
lan, 1993 

Ross Quin-
lan, 1994 

Kass, 1980 Loh and 
Shih, 1997 

Measures for 
selecting In-
put variables 

GINI Index Entropy, 
Information 
Gain 

Entropy, 
Information 
Gain 

Chi-square 
Analysis 

Chi-square 
for Categor-
ical varia-
bles, 
ANOVA for 
continuous 
variables 

Type of split 
at each node 

Binary Split Multiple 
Splits de-
pending on 
the features 

Multiple 
Splits de-
pending on 
the features 

Multiple 
Splits de-
pending 
on the 
features 
[14] 

Binary Split 

Type of de-
pendent vari-
able 

Categorical/ Continu-
ous 

Categorical/ 
Continuous 

Categorical/ 
Continuous 

Categorical  Continuous 

Type of Inde-
pendent Vari-
able 

Categorical/Continuous     

Pruning Pre-pruning using sin-
gle pass algorithm[15] 

Pre-pruning 
using single 
pass algo-
rithm [16] 

Post-
Pruning 
[17] 

Pre-
pruning 
using the 
Chi-
Square test 
[14] 

Post-
Pruning[18] 

Advantages Simple to understand 
and takes less effort for 
data preparation 

Oversees 
missing 
values very 
well. 

C5.0 is very 
dependable 
when it 
comes to 
missing 

Output is 
highly 
visual and 
easy to 
interpret. 

It is unbi-
ased in 
split-
variable 
selection 
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data. The 
training 
time is also 
low. 

[19] 

Disadvantages May create over com-
plex trees and do not 
generalize data very 
well i.e. does not han-
dle overfitting optimal-
ly 

Poor attrib-
ute splitting 
technique 
leading to 
overfitting. 
High learn-
ing cost 

Even 
though bet-
ter than its 
antecedents 
it still suf-
fers from 
high vari-
ance. 

It requires 
larger da-
tasets to 
work 
withas it 
creates a 
wide tree 
with mul-
tiway 
splits. 

It is suita-
ble for mul-
tiple cate-
gory varia-
bles but can 
process 
only binary 
data. 

Naïve Bayes One of the other often used classifiers is Naïve Bayes. It is a probabilistic classifier based 
on Bayes theorem which was proposed in 1760s by Reverend Thomas Bayes. Bayes theorem focuses on 
getting hypothesis(H) from given evidence(E) [20]. It can be written as: 

 P(H|E) = (P(E|H) *  P(H)) / P(E) (1) 

Probability of Hypothesis after getting evidence 

= Probability of E given H * Probability of H 

Probability of E. 

 

Conceptually bayes theorem alone will not work in a real-world scenario where we have multiple input 
variables and multiclass labels as output. We consider multiple input variables (x1, x2, x3,…xn) to pre-
dict the output (Y). Also for Naïve Bayes assumes that all the input variables must be independent of 
each other [21].  
Bayesian classification model is been used in wide range of applications. It is used in wireless sensor 
network for identifying the correctness of data scheme that combine the data into cluster heads [22]. 
Naïve bayes classifier is also used for Web page classification using URL in the ever growing world wide 
web [23].  

5  Support Vector Machine 

One of the other commonly used classification and regression algorithm is Support Vector Machine. 
The algorithm was originally proposed in 1963 by Vladimir N. Vapnik and Alexey Ya. Chervonenkis 
[24]. Boser et al. in their, the paper “A Training Algorithm for Optimal Margin Classifier”, suggested a 
training algorithm to maximize margins between training patterns in n-dimensional spaces with two 
classes [25]. In the consecutive paper [26], “Support Vector Networks” the authors proposed to map 
the input vectors in a non-linearly manner with a high dimension feature space. Whereas the previous 
paper [25], presented the solution as a linear blend of supporting patterns. Over the years the SVM 
classifier has been used widely for different classification and regression purposes. For example, 1)we 
have decomposition-based SVMs that breakdown the larger problem into smaller optimal sets that 
tackle only a couple of variables chosen carefully for an optimized output 2) the others are variant-
based algorithms that help reduce the training time, as opposed to the decomposition algorithms that 
require a lot of time to process, here the trade-off is accuracy 3) Multiclass SVMs, these are the set of 
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algorithms developed to handle multiclass classification problems [27]. Initially, the SVM‟s were de-
signed for binary classification, but with time and evolution of data binary classification seems rather 
rudimentary, therefore multiple SVM algorithms like Multistage SVM[28], Hierarchical SVM [29], Bi-
nary Tree of SVM [30] came into existence for multiclass classification. Each of these algorithms is 
unique on their own with varied applications. 

6 Regression 

The advent of regression dates to the years 1805-1809, with the method of least square [31]-[32]. 
Whereas the word regression originally was coined by Sir Francis Galton for a biological phenomenon 
where the taller descendants would lean down or “regress” toward average height people [33]. None-
theless, linear regression was the first ever algorithm to be used in statistics. Here, the weights of the 
next-generation seeds were compared against the parent seed where comparison of the median weights 
of the offspring to that of the original seed displayed a straight line with a positive slope of less than 1. 
However, there is a lot of research done in the field of regression analysis and diverse types of regres-
sion exist with various applications. 

7 Ensemble Learning 

Ensemble learning is the process of systematically generating and combining many models, such as 
classifiers or regressors, to tackle a specific computational intelligence issue. Ensemble learning is gen-
erally used to improve a model's performance or lessen the risk of an unintentional poor model selec-
tion. Ensemble learning is also used for assigning a confidence level to the model's decision, selecting 
optimal features, data fusion, incremental learning, nonstationary learning, and error correction. 

8 Bagging 

Let us look into a few primitive ensemble learning methods that have been the basis for modern works 
in the ensemble space.  Papers like “Bagging Predictors”, “Out-of-bag estimation”, “half-and half” by 
Breiman, have been one of the initial works where multiple algorithms were combined together to cre-
ate an ensemble [34]-[35]. His work is even more relevant today with the upsurge of Artificial Intelli-
gence and Machine Learning. Creation of multiple variants of the predictors and aggregated together to 
get better accuracy [36]. In bagging predictors for regression problems, the average value was consid-
ered whereas, for classification majority voting was done. He also introduced the idea of bringing ran-
domness to function estimation procedures to improve performance. For this New training sets were 
generated using the original dataset by randomising the output. In 1999, he proposed Adaptive bagging 
which was a hybrid of bagging and boosting [37]. The base learners were bagged together instead of a 
regular base learner that is generally used in boosting procedures. Also, for every boosting step it re-
placed the out-of-bag residuals instead of ordinary residuals.  

9 Boosting 

Diertterich proposed a modified version of the C4.5 algorithm is used to create an ensemble by ran-
domizing the internal decision of splitting the tree at each node [38]. 33 different domains were tested 
for randomization, bagging and boosting over C4.5.  An ensemble of 200 classifiers was used for bag-
ging and randomization, for AdaBoost 100 or less classifiers were used based upon the weighted errors 
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[38]. The ensembles created were evaluated based on pruned as well as unpruned decision trees. The 
results showed that out of 33 domains tested all the ensembles had better performance than C4.5 alone 
[38]. The comparison was done between bagged, randomized and boosted algorithms with no noise 
added, and 20% added noise to the dataset. Also, the size of the dataset was increased to see if there 
were any changes in the results. It was found that best method in the different scenario was bagged 
C4.5, randomized C4.5 also was similarly good, while Adaboost did not prove to be a better choice. To 
sum up, the efficiency of bagging reduced with the increasing training set, unless the size of the corre-
sponding decision tree grew along with it. 
 
Freund & Schapire in a precursor to AdaBoost algorithm, presented an algorithm that improves the 
accuracy of binary classification. After which the authors have given an online allocation model which 
has applications in a variety of learning problems [39]. Here‟s when AdaBoost algorithm was initially 
developed and introduced. Considering Δ, Ω, λ as decision space, outcomes space and bounded loss 
function different examples were used to show the applications of the model [39]. For example, The k-
array prediction problem was named after the model that might be used to predict the series of letters 
over an alphabet with size k. Another example was given that showed λ as a game of “rock, papers, scis-
sors” [39]. AdaBoost was used for drastically reducing the error of any learning process by creating a 
classifier that somewhat better than arbitrary guessing.  
 
In the following paper, the authors carried out two sets of experiments where first they compared Ada-
Boost with Breiman‟s Bagging and in the second series of experiments they made a detailed study on 
the performance of boosting on an OCR problem over a nearest neighbor classifier [40].  
 
Now that we have seen the history of the ensemble learning algorithms, let us dive into the recent ad-
vances and applications of the different ensemble learning methods. 

10 Semi-Supervised Learning 

Semi-supervised machine learning combines the advantages of both supervised and unsupervised ma-
chine learning methods. When unlabelled data is readily available but, collecting the labelled data is a 
time-consuming procedure, semi-supervised learning is what you need [41].  It trains the model with 
an exceedingly small amount of labelled data and a big amount of labelled data. The expense of label-
ling a large dataset entirely is infeasible and expensive. Thus, Semi-supervised learning can be extreme-
ly useful in these instances [41]. When combined with a modest amount of labelled data, unlabelled 
data can increase learning accuracy significantly. 

11 Reinforcement Learning 

Reinforcement learning is a branch of machine learning that studies how software agents should be-
have in a given environment to maximize cumulative rewards[42]. It is used by a variety of software 
and computers to determine the best feasible action or path in a given situation. Reinforcement learn-
ing differs from supervised learning in that supervised learning includes the answer key, allowing the 
model to be trained with the correct answer, whereas reinforcement learning does not include an an-
swer and instead relies on the reinforcement agent to decide what to do to complete the task [43]. As 
there is no training dataset it must learn through its experiences. Reinforcement learning, along with 
supervised and unsupervised learning, is one of the three main machine learning paradigms. Rein-
forcement Learning is applied for creating games emulating chess. Games like DeepBlue use parallel 
processing of tree-based search and customized hardware that uses „brute force‟ to calculate the moves 
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to win the game [44]. While AlphaGo uses Bayesian optimization and Monte Carlo tree search method-
ology along with physically watching the world champions to optimize the model and eliminate the 
need to use „brute force‟ which increases the overhead when there are multiple moves and possible 
combinations that would make computation extremely complex [44]. 

12 Neural Network 

A neural network consists of a series of algorithms that attempt to recognize underlying relationships in 
a batch of data using a method that mimics the way in which the neural connections in a human brain 
are built. As new neural connections are created in the human brain with every added information 
coming in through the senses, similarly the neural networks keep adapting to the new input data fed to 
the model [45]. This way, they can produce the best possible outcome without requiring the output 
criteria to be redesigned. The artificial intelligence-based notion of neural networks is quickly gaining 
traction due to its highly adaptable nature. 
 
Consider every node to be a separate linear regression model, with input data, weights, a bias (or 
threshold), and an output [46]. Weights are assigned after a determination of the input layer. These 
weights aid in determining the significance of each variable, with larger weights having a greater im-
pact on the final result than smaller ones. Next, each input is multiplied by its corresponding weight 
before being added together. The output is then determined by an activation function once the output 
has been passed through it. This activates the node, sending data to the network's next layer, if the out-
put increases beyond a predetermined threshold [47]. As a result, the input of one node becomes the 
output of the following node. This neural network is a feedforward network since data is passed from 
one layer to the subsequent layer throughout this procedure [47]. 

13 Instance Based Learning 

Instance-based learning refers to a group of learning algorithms that compare the new data with the 
instances present in the training samples rather than explicit generalization. These algorithms are 
commonly referred to as "lazy" since computation is postponed until a fresh instance is encoun-
tered[48]. Instance-based learning is called so as it creates hypotheses directly from the training exam-
ples. Instance-based learning has an advantage over other machine learning methods in that it can in-
stantaneously modify its model to previously unknown data. Learners who use instances can simply 
store a new instance or discard an old one  [49]. 
 
Apart from the categories of algorithms that Machine Learning offers, we have dimensionality reduc-
tion techniques that are essential for feature selection and feature extraction. 
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Table-II: Comparison of Different Machine Learning Algorithms 

 
 
 

Regression  Mod-
els 

Classification Models Ensemble Models Neural 
Net-
work 

Algorit 
hm 

Linear 
Regres
gres-
sion 

Ridge 
Regres
gres-
sion 

Logistic 

Regres-

sion 

Naïve 
Bayes 

SVM Deci-
sion 
Tree 

Ran-
dom 
Forest 

Ada-
Boost 

Gradi-
ent 
Boost-
ing 

Descrip-
tion 

T
h

is
 a

lg
o

ri
th

m
 s

h
o

w
s 

a
 l

in
e

a
r 

re
la

-
ti

o
n

sh
ip

 b
et

w
e

en
 t

h
e 

in
p

u
ts

 a
n

d
 t

h
e 

co
n

ti
n

u
o

u
s 

o
u

tp
u

t 
v

a
ri

a
b

le
. 

It
 w

o
rk

s 
w

it
h

 n
u

m
er

ic
 v

a
lu

es
 

It
 s

h
ri

n
k

s 
th

e 
fe

a
tu

re
 c

o
ef

fi
ci

en
t 

n
ea

r 
to

 z
er

o
 b

y
 p

en
a

li
zi

n
g

 f
ea

tu
re

s 
w

it
h

 
lo

w
er

 p
re

d
ic

ti
v

e 
o

u
tp

u
ts

 

It
 s

h
o

w
s 

a
 l

in
ea

r 
re

la
ti

o
n

sh
ip

 b
e-

tw
ee

n
 i

n
p

u
t 

a
n

d
 c

a
te

g
o

ri
ca

l 
o

u
tp

u
t.

 
In

sp
it

e 
o

f 
th

e 
n

a
m

e 
L

o
g

is
ti

c 
R

eg
re

s-
si

o
n

 i
s 

a
 c

la
ss

if
ic

a
ti

o
n

 a
lg

o
ri

th
m

 

A
n

 a
lg

o
ri

th
m

 t
h

a
t 

cl
a

ss
if

ie
s 

ev
er

y
 

p
a

ir
 o

f 
fe

a
tu

re
s 

in
d

ep
en

d
en

t 
o

f 
ea

ch
 

o
th

er
. 

It
 r

e
q

u
ir

es
 l

es
s 

ti
m

e 
to

 t
ra

in
 

th
e 

m
o

d
el

 e
x

cl
u

d
in

g
 f

ea
tu

re
 e

x
tr

a
c-

ti
o

n
. 

S
V

M
 c

re
a

te
s 

a
 d

ec
is

io
n

 b
o

u
n

d
a

ry
 

th
a

t 
se

g
re

g
a

te
s 

n
-d

im
e

n
si

o
n

a
l 

sp
a

ce
 

in
to

 d
if

fe
re

n
t 

cl
a

ss
es

 t
o

 c
la

ss
if

y
 t

h
e 

d
a

ta
 p

o
in

ts
 i

n
to

 d
ef

in
it

e 
ca

te
g

o
ri

e
s.

 
It

 i
s 

a
 t

re
e

-b
a

se
d

 m
o

d
el

 w
h

er
e 

a
ll

 t
h

e 
b

ra
n

ch
es

 a
re

 t
h

e 
d

ec
is

io
n

 r
u

le
s,

 t
h

e 
p

a
re

n
t 

n
o

d
es

 r
e

p
re

se
n

t 
th

e 
fe

a
tu

re
s 

o
f 

th
e 

d
a

ta
se

t 
w

h
er

ea
s 

a
ll

 t
h

e 
le

a
f 

n
o

d
es

 s
h

o
w

 t
h

e 
o

u
tc

o
m

e
. 

It
 c

o
m

b
in

es
 m

u
lt

ip
le

 d
ec

is
io

n
 t

re
es

 
in

to
 a

 s
in

g
le

 m
o

d
el

 a
n

d
 u

se
s 

m
a

jo
ri

ty
 

v
o

te
 f

o
r 

cl
a

ss
if

ic
a

ti
o

n
 w

h
er

ea
s 

fo
r 

re
g

re
ss

io
n

 a
v

er
a

g
e 

v
a

lu
e 

is
 c

o
n

si
d

-
er

ed
. 

It
 c

re
a

te
s 

a
n

 e
n

se
m

b
le

 o
f 

m
u

lt
ip

le
 

w
ea

k
 l

ea
rn

er
s 

b
y

 e
x

p
lo

it
in

g
 t

h
e 

e
x

-
p

o
n

en
ti

a
l 

er
ro

r 
fu

n
ct

io
n

 a
t 

ea
ch

 
st

a
g

e 
w

it
h

 a
d

d
it

iv
e 

m
o

d
el

in
g

. 
It

 u
se

s 
a

 d
if

fe
re

n
ti

a
b

le
 l

o
ss

 f
u

n
ct

io
n

 
to

 c
o

m
p

u
te

 t
h

e 
p

se
u

d
o

-r
es

id
u

a
l 

v
a

l-
u

es
 w

h
ic

h
 i

s 
fu

rt
h

e
r 

u
se

d
 t

o
 o

p
ti

m
iz

e 
th

e 
o

u
tp

u
t 

o
f 

a
 w

ea
k

 l
ea

rn
e

r 
th

a
t 

so
lv

es
 a

 o
n

e-
d

im
en

si
o

n
a

l 
o

p
ti

m
iz

a
-

ti
o

n
 p

ro
b

le
m

. 

It
 r

ec
o

g
n

iz
es

 t
h

e 
re

la
ti

o
n

sh
ip

s 
b

e-
tw

ee
n

 f
ea

tu
re

s 
o

f 
th

e
 d

a
ta

 s
et

 u
si

n
g

 
th

e 
b

io
lo

g
ic

a
l 

re
fe

re
n

ce
 o

f 
th

e 
o

p
e

r-
a

ti
n

g
 o

f 
a

 h
u

m
a

n
 b

ra
in

. 

Regres-
sion/ 
Classifi-
cation 

Regres
gres-
sion 

Regres
gres-
sion 

Classifi-
cation 

Classi-
fica-
tion 

Both Both Both Both Both Both 

Accura-
cy 

Low Low Low Low Mod-
erate 

Mod-
erate 

High High High High 

Training 
Speed 

Fast Fast Fast Fast Fast Fast Slow Slow Slow Slow 

Predic-
tion 
Speed 

Fast Fast Fast Fast Fast Fast Mod-
erate 

Fast Mod-
erate 

Fast 

Parame-
ter Tun-
ing 

Regu-
lariza-
tion 
re-
quired 

Regu-
lariza-
tion 
re-
quired 

Regu-
lariza-
tion 
re-
quired 

Re-
quired 
for 
fea-
ture 
extrac
trac-
tion 

Re-
quire
d 

Re-
quired 

Re-
quired 

Re-
quired 

Re-
quired 

Lot of 
pa-
rame-
ter 
tun-
ing is 
re-
quire
d 

Perfor-
mance 
with 
smaller 
observa-
tion 

Good Good Good Good Aver-
age 

Aver-
age 

Below 
Aver-
age 

Below 
Aver-
age 

Below 
Aver-
age 

Below 
Aver-
age 

Han-
dling 
irrele-

Does 
not 
handle 

Better 
than 
linear 

Does 
not 
handle 

Han-
dles 
irrele-

Bad 
when 
target 

Better 
with 
less 

Does a 
decent 
job 

Wors-
en 
with 

Works 
very 
well 

May 
over-
fit the 

Anagha Negi, Hetal Bhavsar

262



 

vant 
features 

very 
well 

regres-
gres-
sion 

very 
well 

vant 
fea-
tures 
well 

clas-
ses 
are 
over-
lap-
ping 

num-
ber of 
fea-
tures 

when 
the 
noise 
ratio is 
low 

the 
intro-
duc-
tion of 
irrele-
vant 
fea-
tures 

model 
with 
irrel-
evant 
fea-
tures 

Auto-
matical-
ly learns 
feature 
interac-
tions 

No No No No Not 
with 
linear 
SVM 

Yes Yes Yes Yes Yes 

Para-
metric 

Yes Yes Yes Yes Line-
ar 
SVM 
is 
par-
amet-
ric 

No No No No No 

Feature 
Scaling 

Not 
re-
quired 
if regu-
larized 

Not 
re-
quired 

if 
regu-
larized 

Not 
re-
quired 
if regu-
larized 

No Re-
quire
d 

No No No No Re-
quire
d 

Overfit-
ting 

Prone to overfitting Tackles the overfitting issue of sin-
gle-model algorithms 

  

The table above shows different types of classification, regression and ensemble learning algorithms 
used for supervised learning.  It is observed that in general the ensemble learning algorithms have bet-
ter predictive performance, accuracy and robustness as compared to single model algorithms. But the 
execution time is better for single model algorithms. Thus there is a trade-off between the two types 
based on user preference.  Also, ensemble learning methods are widely popular among data scientist as 
they are less prone to overfitting and seem to have less errors. Also with large amounts of data deep 
learning has also caught the attention of the Artificial Intelligence (AI) community. 

14 Conclusion 

With the upsurge of AI and Machine Learning, a strong understanding of the basics of all the algo-
rithms that constitute these domains will be very crucial. This paper provides the history of where it all 
began, and its applications. This understanding will help one better understand the applications of the-
se algorithms in different fields. Also the detailed differentiation between different algorithms in this 
paper will surely help the researcher to deeply understand the algorithms in an easy and better manner. 
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