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The exponential growth of technologies and online applications in the last decade attracts
researchers toward using Machine Learning (ML) to provide information security. In to-
day’s world, ML has proven itself by performing outstandingly on various issues and chal-
lenges of real-world applications. It has a vital domain of applications, one of which is
cryptography. Cryptography is used to build a secure cryptosystem to provide information
security. Although, the use of ML in cryptography is not novel. In the last decade, many
notable machine-learning approaches have been applied in cryptography to achieve signif-
icant information security. This review paper looks at emerging research into applying ML
approaches to cryptography. Moreover, we discuss the key concepts of ML and cryptogra-
phy, summarize them, and list the future research directions.
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1 Introduction 

The swift advancements in web technology and the widespread adoption of these tools are speedy, 
producing an enormous amount of valuable data. One of the numerous real-world issues and 
applications arising from this is protecting sensitive information. In the past, a wide variety of 
symmetric and asymmetric cryptographic methods were developed in order to address this concern. 
Similarities between cryptography and machine learning drive the adoption of machine learning 
techniques, as described in [1]. In addition to these areas of study, machine learning has many 
applications, some of which are listed in [2], including learning association, classification, and 
regression, amongst others. In recent years, there has been a tremendous expansion in the application 
fields of machine learning. Machine learning can be divided into five categories: supervised machine 
learning, unsupervised machine learning, semi-super-vised or semi-unsupervised machine learning, 
and reinforcement learning [3, 4].  
 
This paper reviewed machine learning approaches used in cryptography in recent years and 
investigated where cryptography research is headed. The remaining parts of this article are structured 
as follows. Section II covers the machine learning approaches to cryptography. The findings of this 
work are outlined in detail in Section III. The final section concludes this work and also suggests new 
directions for investigation. 

2 Machine Learning Approaches For Cryptography 

This section presents the recent literature review on machine learning approaches to build secure 
cryptographic systems. 

Mishra et al. [5] presented the application of a Genetic Algorithm in cryptography. In this paper, 192-
bit public and private keys were generated with the help of proposed PKC using Genetic algorithms. 
The keys generated are random, enhancing the key strength and security. They used C++ and Microsoft 
Excel for implementation and analysis. 

A novel symmetric key technique that is based on a counter-propagation neural network was proposed 
by Kumar et al. [6]. The Input, Khonen, and Grossberg layers are the fundamental components of the 
CPN. While encrypting a message, the plaintext is first transformed into ASCII, then binary, and finally 
fed into the Khonen layer to produce the cypher text and the target value. The cypher text and the 
target value are entered into the Grossberg layer of the decryption algorithm. The binary output of the 
layer is then translated to ASCII, and finally, plaintext is produced. Experiments were carried out in 
MATLAB, and the results reveal that the performance is unaffected by either a low or a high bandwidth. 

The neural key exchange approach Sahana et al. [7] presented was based on synchronizing the tree 
parity machines the sender and receiver used. They synchronized the TPM with the help of the Anti-
Hebbian Learning Rule by adjusting the weights and encrypting the email using the produced secret 
key. They utilized the formula (2L+1) (K*N) to determine the length of the key. Where N is the value of 
the input vectors, K is the number of concealed neurons, and L is the depth of the synaptic connection. 
Moreover, an increase in the values of N and L can increase the key's strength. The suggested approach 
may be vulnerable to geometric and genetic attacks. 

Atee et al. [8] developed a neural network-based sub-key generation scheme for a secure cryptosystem. 
It is based on an extreme learning machine for one hidden neural network layer with 100 neurons. This 
scheme in ELM training parallels generates 10 independent sub-keys using 10 internal rounds and then 
makes a final key of length 120. The experimental results showed that >99% sensitivity was achieved 
with key space 2120. In future, this scheme can be compared with Advanced Encryption Standards 
(AES) and other sub-key generation algorithms. 

Sharma et al. [9] used a technique based on a deep neural network in steganography. It has four 
components; the first two components, the Prep Layer and the Hiding Layer are used to hide the image 
and act as a sender. The next two components reveal the layer and Decrypt layer used to retrieve the 
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original image and act as the receiver block. They used an Adaptive Moment Estimation optimizer to 
minimize the network loss. To perform experiments, the Flickr30k dataset, ML Engine from Google 
Cloud Platform and libraries like Tensor-Flow, Keras, Matplotlib, NumPy, SciPy, etc., were used and 
achieved 90% accuracy. In future, Modern cryptography techniques can be used with this scheme to 
perform encryption if lossless neural networks are achieved. Other steganography techniques will also 
be implemented using NN. 

V. Naveena et al. [10] proposed generating secret keys using tree parity machine neural networks. The 
concept is mutual learning for synchronization between sender and receiver; then, during 
synchronization, the same tree parity machine and PRNG are used by both parties to generate and 
exchange secret keys. In this paper, no specific method to check the strength of the key is not 
mentioned in the paper. 

An image encryption technique known as ChaosNet was presented by Thoms et al. [11], and it was 
developed based on the Lorenz chaotic system and chained finite field transformation layers. In order 
to generate an encryption algorithm, this approach is paired with the whole-picture permutation 
method. Images of highway traffic were obtained from SERSU and used for encryption. The 
experiments' findings demonstrated that the proposed algorithm's performance is superior to that of 
other chaos-based algorithms in most evaluation metrics, including information entropy, differential 
attack analysis, low entropy encryption analysis, key sensitivity, pixel correlation, and occlusion attack 
analysis. The author notes that additional work might be done to improve the efficiency and 
performance of the algorithm and the hardware implementation. 

Li et al. [12] introduced a technique of symmetric encryption for text encryption called TEDL based on 
deep learning. The proposed approach is broken down into two stages: the communication preparation 
stage and the communication process stage. In communication preparation, two public corpora, the 
Chinese Wikipedia corpus and the English Wikipedia corpus, were used. The sender and receiver 
modify these corpora with the help of a key and get a synthetic corpus. Word vector tables were 
constructed using deep learning models trained on the synthetic corpus. Time-varying codebooks were 
obtained by processing word vector tables and the SHA 256 function. 

During the communication process, both the sender and receiver use a codebook to encrypt and decode 
messages, respectively. Following the transmission of a message, both parties will update their 
respective copies of the code book. The author did an in-depth examination of the suggested approach 
by employing a variety of factors, such as security, recovery, the amount of time consumed by brute 
force, frequency analysis, correlation, sensitivity analysis, efficiency analysis, and generality analysis. 

They also claimed that in the not-too-distant future, Objects that come in various formats, such as 
binary numbers, words, photos, videos, or even multimodal information, could be encrypted using 
TEDL. Expansion is possible for encrypted items as well as models. 

Table 1 summarises the literature reviewed in cryptography and machine learning regarding machine 
learning approaches, types of cryptosystems, evaluation metrics, and future scope.  

Table 1. Summary of reviewed literature in the field of cryptography and machine learning  

Ref. 

No 

ML 

Approach 

Type of 

Cryptosystem 
Purpose 

Evaluation 

matrices 
Future Scope 

[5] GA Asymmetric 
Cryptography 

Key Generation Randomness 
and fitness of 
key 

Not Mentioned 

[6] CPNN Symmetric 
Cryptography 

Text Encryption 
and Decryption 

Not Mentioned Not Mentioned 
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[7] TPM NN Symmetric Key Generation Key strength Not mentioned 

[8] ELM and 
NN 

All Key Generation Key Space and 
Sensitivity 

It can be 
compared with 
AES and other 
sub-key 
generation 
algorithms. 

[9] NN Steganography Image      Hiding Accuracy AES and DES 
can be used if a 
lossless neural 
network is 
achieved. Also, 
Other 
steganography 
encryption can 
be integrated 
with NN 

[10] TPM NN Symmetric 
Cryptography 

Key Generation Not Mentioned Not Mentioned 

[11] NN Steganography Encryption and 
Decryption 

key sensitivity, 
Entropy, low 
entropy 
encryption, 
differential 
attack, pixel 
correlation, 
occlusion attack 
analysis 

optimization of 
algorithm and 
hardware 
implementation 

[12] DL Symmetric 
Cryptography 

Text Encryption 
and Decryption 

Safety, revival, 
Measures of 
frequency, 
correlation, 
sensitivity, and 
efficiency, 
Generality 
analysis 

Expansion is 
possible for both 
encrypted 
objects and 
models. 

 

Table 2 summarizes the different datasets and tools used and refereed by authors. As shown in below 
table dataset is not mentioned in [5, 6, 7, 8] and tools or programming language is not mentioned in 
[10, 11, 12]. 

Table 2. Summary of datasets and tools used in reviewed literature in this section 

Ref. No. Dataset Tools/ Prog. Language 

[5] Not Mentioned C++ and Microsoft Excel 

[6] Not Mentioned MATLAB 

[7] Not Mentioned JDK 1.7 

[8] Not Mentioned Not Mentioned 
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[9] 31,783 images From Flickr30k   
public dataset 

ML-Engine from Google Cloud Platform and 
Python 3.5.3 

[10] Not Mentioned Not Mentioned 

[11] Highway traffic images from SERSU Not Mentioned 

[12] Chinese (1.3 GB) and English 
(600MB) Wikipedia corpus 

Not Mentioned 

3 Discussion 

In section II, we studied notable works in cryptography based on machine learning approaches. Now, 
in this section, we illustrate and discuss notable points.  

 It is observed that most of the literature uses neural networks, genetic algorithms, and deep 

learning in cryptography for generating secret keys and/or to perform encryption and 
decryption. 

 Neural network is more secure and robust to generate and exchange the key [5, 7, 8, 10]. 

 The cryptosystem produced by machine learning approaches achieves significant security. 

 Modern cryptographic techniques can be integrated with a neural network if a lossless 
neural network is achieved [9]. 

 The key length of 64-bit provides high security against brute force attacks [8]. 

4 Conclusion 

In this paper, we gave an overview of several cryptography techniques that use machine learning. 
According to the findings of the review, the area of cryptography that falls under the purview of 
machine learning has a significant potential for expansion and improvement. The future research 
opportunities in machine learning approaches to cryptography include the following but are not limited 
to these are 

 Designing of improved symmetric cryptosystem using machine learning algorithms. 

 Apply machine learning techniques in cryptanalysis to identify encryption algorithms, keys, 
or modes of encryption algorithms from cypher texts. 
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