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Mental health disorders continue to pose significant challenges to individuals and
societies worldwide. It serves itself to be an issue faced by all well-being, hence ne-
cessitating efficient and accurate methods for their detection and diagnosis. This
study focuses on empirical mental health detection by analyzing the Reddit app’s
comments. Social media is a multifaceted platform providing updates regarding
the news and events, and to mutually connect with our close well-being. Social
media offers unfiltered information about the individual’s thoughts and emotions,
providing a rich source for observing and detecting mental health challenges that
people face nowadays. The research focuses on the evaluation of the comments
using word embedding techniques like Fast Text, Word2Vec, and Bag of Words, for
a better understanding of the textual data. Furthermore, several machine learning
models are employed to perform sentiment analysis on the preprocessed data. The
models utilized in this study include Random Forest, Multinomial Naïve Bayes, Lo-
gistic Regression, and XGBoost classifier, a member of the gradient boosting algo-
rithm family. By leveraging machine learning models, the study provides valuable
insights into efficient and accurate diagnostic processes for specific mental health
disorders, particularly PTSD and anxiety. The highest accuracy achieved by our
analysis is 79.471%.
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1 Introduction 

In recent years, the significance of mental health has witnessed a substantial surge mainly due to the 
SARS-CoV-2 pandemic resulting in heightened attention and dedicated research efforts understanding 
the profound impact of mental health on individuals’ families and societies has fostered an enhanced 
comprehension of patterns and effective strategies to address mental health-related concerns [1]. This 
study aimed to ascertain the prevalence and state of mental health while exploring emerging trends 
within this field. However, an exceptional increase in the awareness of issues that are related to mental 
health is witnessed, along with their effect on the person suffering from it. Early detection and timely 
treatment are considered crucial in effectively combating these mental health challenges, leading to a 
transformative paradigm shift. 
   
The domain of mental health has been significantly influenced by notable advancements in science and 
technology. New approaches such as machine learning, big data analytics, natural language processing, 
and data analytics are being actively implemented and used for profound insights into an individual's 
mental health condition. These state-of-the-art tools empower researchers to acquire valuable 
information, driving significant progress in comprehending and managing mental health disorders. 
The accessibility and provision of mental health treatment have been completely transformed by the 
development of digital mental health interventions, such as smartphone applications, online counseling 
platforms, and virtual support communities [2]. The pandemic's unparalleled difficulties, including 
protracted times of loneliness, dread, and uncertainty, have significantly negatively influenced mental 
health [3]. The requirement of treatment for mental health-related issues and detecting them has 
become more efficient and adaptable in the crisis, which has caused a focus on mental health support 
networks. 
 
Furthermore, the fast growth of social media platforms in recent years has fundamentally changed how 
we interact with one another, share information, and communicate [4]. Social media now has billions 
of users and is vital to our everyday life. Social importance and scholarly interest in the connection 
between mental health and social media are growing [5]. Social media plays a crucial role in detecting 
whether an individual is suffering from a mental health condition. It offers chances for interpersonal 
interaction, self-expression, and access to a variety of knowledge and tools about mental health. With 
the emergence of online forums and support groups, people dealing with mental health issues now have 
a place to belong and a forum to share their stories [6]. Looking at it differently, mounting data points 
to the possibility that social media use leads to be detrimental to mental health. According to studies, 
using social media in an unhealthy or excessive way might worsen symptoms of sadness, anxiety, 
loneliness, and low self-esteem [7]. These negative outcomes have been linked to numerous elements, 
including social comparison, cyberbullying, and ongoing exposure to curated and idealized portrayals 
of others' lives. First, it can guide initiatives and plans meant to encourage social media users' good 
mental health. Researchers and mental health providers can create some evidence-based 
recommendations for appropriate social media use by pinpointing the pathways through which social 
media affects mental well-being [8]. 
 
Nevertheless, there are still considerable gaps and difficulties in the realm of mental health. By 
assessing the present condition of mental health, finding new trends, and investigating creative 
methods to improve mental health assistance, this study seeks to add to the corpus of existing 
information [9]. The remaining paper is structured as follows: Section 2 presents an overview of the 
related studies conducted in the area. The methodology of the paper is presented in Section 3. The 
results of the study are presented and discussed in Section 4. Finally, Section 5 concludes the study. 

1.2 Related Works 

In recent years, anxiety and Post-Traumatic Stress Disorder (PTSD) have become serious issues in 
India's mental health. These illnesses are more common because of the nation's diversified population, 
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growing urbanization, and sociocultural pressures [10] Post-traumatic stress disorder (PTSD) is caused 
by trauma, but is caused by many problems, including stress, stress, anxiety, and social anxiety. A 
recent study conducted in India revealed an alarming incidence of PTSD and anxiety disorders [11]. 
They believe that most of the Indian population suffers from PTSD and anxiety symptoms. 
Socioeconomic inequalities, urbanization, exposure to trauma, and cultural variables all increase the 
risk and progression of these disorders [12].  
 
Anxiety and PTSD have a significant impact on people's daily activities and quality of life. These issues 
affect many areas of life, including relationships, productivity, and health. Lack of access to mental 
health services, lack of knowledge about mental illness, and cultural stigma and misconceptions about 
mental illness prevent people from receiving appropriate support and treatment [13]. In terms of 
available therapies, psychotherapy, especially cognitive-behavioral therapy (CBT), has shown promise 
in treating PTSD and anxiety. However, there aren't enough qualified mental health experts available, 
especially in rural areas [14].  
 
Stakeholders including policymakers, mental health professionals, and the community are working to 
raise mental health awareness, reduce stigma, and increase access to mental health services as they 
recognize the urgent need for stress and PTSD in India [15]. Plenty of researchers from around the 
world have examined the public health mental crisis that occurred during COVID-19 [16]. A study done 
in China in 2020 found that over half of the participants had a moderate-to-severe psychological 
impact and that a third of the individuals experienced moderate-to-severe anxiety [17]. Several studies 
are being conducted to evaluate the pandemic's psychological effects on the Saudi population. For 
instance, during the Saudi Arabian lockdown at the height of the outbreak, Albagmi and his colleagues 
evaluated the prevalence of anxiety and associated factors. The poll received a total of 3,017 responses 
from Saudi Arabia's five major areas. 

 

The findings showed that during the COVID-19 pandemic, 19.6% of the respondents experienced 
moderate to severe anxiety [18]. This research focused gradually on the Reddit dataset by considering 
the comments surrounded by mental health obstacles. The steps performed are as follows: the 
preprocessing of data is in Step1, in Step2, word embedding techniques were taken into consideration 
followed by TF-IDF vectorizer used in Step3 by each word embedding technique, in Step4 machine 
learning algorithms were applied (see Fig.1). 

2 Methods 

This research focused gradually on the Reddit dataset by considering the comments surrounded by 
mental health obstacles. As social media is a realm where people openly share their thoughts and 
emotions, social media comments are best chosen for consideration. The steps performed are as 
follows:  
 
Step1 
The preprocessing of data including tokenization, stemming, and lemmatization, was performed., The 
total data was divided into training and testing datasets. 
 
Step2 
Word embedding techniques like Word2Vec, Fast Text, and Bag of Words, were taken into 
consideration to be applied to the textual data. Three of them were applied to the dataset to examine 
the best out of them. 
 

Step3 
In this, after the Word embedding techniques the TF-IDF (Term Frequency – Inverse Document 
Frequency) vectorizer is used for attaining high accuracy and for deep understanding of the word 
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important for consideration. TF-IDF was one of the best vectorization techniques to be applied to the 
textual dataset.  
 
Step4 
After that, machine learning algorithms like Random Forest, Multinomial Naïve Bayes, and Logistic 
Regression them was applied to the dataset. 
 

Step5 
Furthermore, the accuracy of all the models was taken out for comparison of the techniques.  

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Fig. 1. The framework of sentimental analysis. 

2.1 Data Description 

In this section, we focused on providing a detailed description of our dataset for a comprehensive 
understanding of our research. The dataset played a crucial role in the empirical analysis between 
different machine learning algorithms and word embedding techniques. The dataset was obtained from 
Kaggle. Kaggle is an optimal platform for data science and machine learning, and acknowledging the 
source is important for transparency. The dataset used in the study is 'Mental Health Subreddits' 
obtained from Kaggle (https://www.kaggle.com/code/lizakonopelko/mental-health-
subreddits/notebook). The dataset used in our research was created by Liza Konopelko.  
 
This 'Mental Health Subreddits' dataset provides information on the comments of Reddit apps that 
they are categorized to be in the class of 'Depression' or 'PTSD'. Social media apps are one of the 
greatest sources of retaining information which makes this dataset more pertinent to be used for 
analysis. The dataset consists of a training set and a testing set where the training set includes the data 
on which machine learning models are to be trained to contain the subset of the whole dataset like 
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subreddit, text, and datasets labeled to depression or PTSD only, while the test set is used for 
evaluating the machine learning models. The dataset aims to develop models that can predict the 
optimal word embedding techniques, machine learning models, and vectorizers suitable for performing 
the sentimental analysis with the highest accuracy. 

2.2 Data Preprocessing 

The first step in our research involved collecting a large-scale dataset of user comments from diverse 
online platforms. The dataset encompassed a wide range of topics, ensuring the inclusion of various 
mental health indicators. To prepare the collected textual data for analysis, a series of preprocessing 
steps were employed. These steps included tokenization, which breaks down the text into individual 
words or tokens, and removal of stop words to eliminate commonly occurring, non-informative words. 
Additionally, stemming or lemmatization techniques were applied to reduce words to their base form, 
standardizing the text and aiding in feature extraction. 
 
Feature extraction plays a vital role in transforming raw text into meaningful representations for 
predictive modeling. In our research, we employed various NLP techniques for feature extraction. Such 
techniques were the Bag-of-Words (BoW) model, the Fast text embedding model, and the Word2vec 
embedding model, which represents each comment as a vector of word frequencies or presence 
indicators. Term Frequency-Inverse Document Frequency (TF-IDF) was used to weigh the importance 
of each word in the corpus. In our study, the methodology and classification techniques can vary 
depending on the specific goals and requirements of the task Here are several approaches and 
categorization strategies that are frequently utilized in PTSD and anxiety predictive analysis. 

2.3 Classification techniques 

In our study, the methodology and classification techniques can vary depending on the specific goals 
and requirements of the task. Here are several approaches and categorization strategies that are 
frequently utilized in PTSD and anxiety predictive analysis.  
 

Supervised Learning: In this method, a machine learning model is trained using labeled data in which 
each sample of the text is assigned a sentiment label. The model can categorize new, unlabelled data 
after learning patterns and characteristics from the classified data. Multinomial Naive Bayes, Logistic 
Regression, and Random Forest are common supervised learning methods used in sentiment analysis. 

Multinomial Naive Bayes 

The simplest classifier, Nave Bayes, performs quick classification on the label data. For instance, the 
Nave Bayes method is frequently used in phishing. On emails we received, the phishing filter classifier 
assigns a label of "phishing" or "Not Phishing." Nave Bayes Classifier builds machine learning 
architectures using pieces that are put together according to similarity and adhere to Bayes' law [19]. 
 
The Nave Bayes classification is represented mathematically in the following equations. 

 

P(k|a) is equal to p(k/a) p(k)p(a). (1) 

P(k|A) equals p(a1/k) p(a2/k). × · · · .. × p(an/k).   (2) 

Where P(k|a) in Eq. (1) means posterior probability, P(k) means class prior probability, P(a|k) means 
likelihood and P(a) indicates predictor.  
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Logistic regression 

Logistic regression is a popular machine-learning algorithm used for binary classification tasks. It is a 
supervised learning algorithm that predicts the probability of an input from a given class. The main 
idea of logistic regression is to use a logistic function to model the relationship between input 
properties and binary output. The logistic function also called the sigmoid function, assigns values 
between 0 and 1 to all real numbers. This output can be interpreted as the probability that the input 
belongs to the positive class.  

Random Forest 

Random Forest is a popular machine-learning algorithm that is used for both classification and 
regression tasks. It is an ensemble method that combines multiple decision trees to make predictions. 
Each tree is built independently, and during the training process, it considers a random subset of 
features for each split. To make predictions using a Random Forest, each tree in the ensemble 
independently predicts the output, and the final prediction is determined by majority voting (for 
classification) or averaging (for regression) over all the individual tree predictions. They can handle 
large datasets with high-dimensional feature spaces, and they are resistant to overfitting. 

XG Boost 

Extreme Gradient Boosting, also known as XGBoost, is a potent machine-learning method renowned 
for its outstanding performance and scalability. It is a member of the family of algorithms known as 
gradient boosting, which consecutively trains a group of weak prediction models to produce a strong 
prediction model. 

Gradient-based optimization 

By repeatedly including weak learners in the ensemble, XGBoost improves the objective function. Each 
new learner's direction is determined using gradient information. Concerning the predictions 
generated by the current ensemble, XGBoost calculates the gradients of the loss function in each 
iteration. Then, to reduce gradients and enhance overall prediction, a new learner is fitted  

3 Results 

3.1 Evaluation Metrics 

Precision: 

It shows the effectiveness of the model in determining PTSD and anxiety support. Precision in this 
study refers to the degree to which the model can classify letter samples that represent characters, 
events, or emotions associated with PTSD and anxiety.  

 
Precision is the percentage of true positive predictions compared to all positive predictions of the 
model. 

Precision = True Positives / (True Positives + False Positives) 
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Recall: 

Consciousness is important for removing the most important examples of PTSD and stress from the 
literature. Retrieval assesses the model's ability to find and summarize the literature describing PTSD 
and anxiety-related behaviors in this study, ensuring the quality of attention to detail. High recall can 
lead to a greater analysis of thought patterns, suggesting a lower incidence of missing grades associated 
with PTSD and anxiety. 

 
Return measures the ratio of the true probability of all good events in the data.  

 
Recall = True Positives / (True Positives + False Negatives) 

F1 Score: 

The F1 score is a composite and regression analysis that provides a fair measure of the theoretical 
performance of the analysis algorithm. It takes into account the fact (correctness) of the model 
detecting relevant events and returns (ability) to capture a significant portion of current important 
events in documents. In this study, an emotional assessment model with a high F1 score will balance 
accuracy and recall and ensure accuracy and precision in the identification and classification of PTSD 
and personality pattern-related stress. It is especially important when the data is unequal, for example, 
one class has more instances than the other.  

 
F1 Score = 2 * (Precision * Recall) / (Precision + Recall) 

3.2 Results and Analysis 

This section shows the results of our study, focusing on the key findings and outcomes derived from the 
analysis of the dataset. Table 1 shows the accuracy of the machine learning models with the respective 
word embedding techniques. 
 

Table 1. Accuracies of all the machine learning models. 

ML Models Fast text + tf-idf Word2vec Bagofword + tf-idf 

Random forest 70.512 55.089 69.112 

Multinomial Naïve 
Bayes 

73.201 70.437 60.861 

xgboost 64.421 50.898 57.892 

Logistic regression 79.471 53.293 68.501 

    

 

As shown in Table 1, all three-word embedding techniques like BagofWords (BoW), Fast text, and 
Word2vec were tested along with the Machine learning models like Random Forest, Logistic 
Regression, Multinomial Naive Bayes, and XGBoost. The Fast text focuses on n-gram characters to 
perform better word embedding on textual data. Fast text easily associates the new words with the 
words based on the training dataset [20]. Hence, it had given the highest accuracy. BagofWords focuses 
on the frequency of individual words present in the text, the frequency of each word is independent of 
other words and lacks the focus on order or structure of the textual data hence, it lacks in 
understanding the meaning of the sentence. Word2vec creates a vector for each word and works based 
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on vectors. The Tf-Idf vectorizer is widely used for weighing the schema of words based on their 
importance to determine the sentiment. A graphical representation of the results is also shown in 
Figure 2. 

 
 Logistic regression is the algorithm commonly used for classification and has been successfully used in 
a variety of applications [21-22]. It has also been regarded as one of the best algorithms for sentiment 
analysis to determine the sentiment from the textual data [23]. Multinomial Naive Bayes is a popular 
algorithm used for text classification tasks, particularly when dealing with discrete features like word 
counts or frequencies. Random Forest is a machine-learning model which consists of multiple decision 
trees. XGBoost is a gradient booster algorithm used for machine learning tasks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Comparative result analysis 

Fig.2 shows the accuracy of all the word embedding techniques applied with the machine learning 
models taken into consideration in this study. To get the best path for performing the empirical 
analysis on the textual dataset. The highest accuracy achieved by performing this analysis is 79.471%, 
and the lowest is 53.239%.  

4 Discussion 

Our study delves into the empirical analysis of mental health detection through machine learning 
algorithms applied to Reddit app comments. We aim to shed light on efficient diagnostic processes for 
mental health disorders, primarily focusing on Post-Traumatic Stress Disorder (PTSD) and anxiety. 
 
The contemporary landscape has witnessed a remarkable surge in the importance of mental health, 
catalyzed by events such as the SARS-CoV-2 pandemic [1]. This heightened awareness has underscored 
the need for innovative strategies to comprehend and address mental health issues. In this context, our 
research contributes substantially by offering insights into efficient diagnostic processes. We 
strategically leveraged social media as the foundation of our analysis, acknowledging its dual role in 
mental health. It serves both as a source of mental health support and, conversely, as a potential 
exacerbator of mental health challenges [2]. 
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Our study's cornerstone lies in the utilization of word embedding techniques to enhance the 
representation of textual data. We assessed FastText, Word2Vec, and Bag of Words, each offering a 
unique approach. Among these, FastText emerged as the most effective technique in our study, as it 
adeptly handles n-gram characters and associations with new words [20]. The effectiveness of our 
approach becomes more apparent when we explore the machine learning models applied to sentiment 
analysis. These models included Random Forest, Multinomial Naïve Bayes, Logistic Regression, and 
XGBoost. The importance of the right combination of techniques for effective sentiment analysis 
becomes evident. For instance, Logistic Regression, when coupled with the FastText word embedding 
method, exhibited remarkable accuracy (79.471%) [23]. 

 
Our findings align with previous research, affirming the multifaceted relationship between social media 
and mental health. Social media indeed plays a dual role, offering a platform for support and 
information sharing, while also potentially contributing to mental health challenges [4,5]. The 
influence of socioeconomic factors, urbanization, and trauma exposure on mental health, particularly 
in diverse populations like India, is well-documented [10,11]. Despite the notable advancements, 
significant gaps and challenges persist in the realm of mental health. Our study contributes 
significantly by offering data-driven insights into current mental health trends and patterns [9]. These 
insights have the potential to guide evidence-based recommendations for healthy social media use, 
thereby mitigating the negative effects associated with excessive or unhealthy online behavior [8]. 

5 Conclusion 

In conclusion, the research conducted for analyzing the sentiment analysis using the dataset taken from 
Reddit, which consists of social media comments sheds light on the sufferings of people on online 
platforms. By using the word embedding techniques followed by the TF-IDF vectorizer and machine 
learning algorithms, the study aims to create an accurate and efficient model. The findings of this 
research have paved the way for a more precise approach to performing sentiment analysis.  

 
Among the different paths explored, the combination of FastText, TF-IDF, and Logistic Regression 
emerged as the most suitable for sentiment analysis, yielding an accuracy of 79.471%. This outcome 
signifies the effectiveness of this model in accurately identifying and understanding the sentiments 
expressed in textual data. 
 
Overall, the research on sentiment analysis has demonstrated the efficiency of machine learning 
models when applied to textual datasets, facilitating a better understanding of the sentiments 
expressed by individuals facing mental health issues. The insights gained from this study can 
contribute to the development of tools and techniques for analyzing sentiment in online platforms, 
ultimately aiding in the support and well-being of individuals experiencing mental health challenges. 
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