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Personalized learning has become very crucial in shaping the future of students, with lot
of career options available and lack of knowledge about the best domain that can suite and
help individual student, there is a need of effective recommender system which will help
them to choose the best courses for them. The idea of this research is to create a classifi-
cation model which will classify students in fast and slow learner, and this will be used to
create a recommender system to suggest the best courses that individual student should opt
for. The Professional and personal information of students such as their academic marks,
family background is used to create the models. Computational intelligence uses a combina-
tion of multiple algorithms of Machine learning and Deep learning to create the final model.
The use of Computational intelligence gives very good accuracy compared to traditional
methods.
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1 Introduction 

Modern Education System requires smart systems based on AI, which can help in improvement of 
individual students’ performance. Even the Educators need to know about individual students' 
performance by analyzing the data. 
 
Each student has different level of understanding, learning and grasping the knowledge, also there is 
difference in subject and area which individual likes and can excel into, it is important to guide 
students by keeping these factors into account otherwise there can be lack of interest while learning 
resulting in poor performance in academic and in career. Even the educators and institutions won’t be 
able to provide proper guidance to students without using such systems. 
 
To achieve the goal of creating accurate predictive model, Machine learning algorithms is used, as the 
model is of binary classification the algorithms like Logistic regression, Naïve bayes, Support Vector 
Machine with kernel trick and ensemble technique-based algorithm like Random Forest are 
implemented. To check the accuracy of model accuracy matrices like Accuracy, Recall, Precision and f1 
Score are used. 
 
The implemented Model will be accurate and robust, the use of Machine learning ensures that the 
model will be reliable to use by students, educators and the institutions, the model will also be used in 
creating the recommendation system, which will recommend students the courses that they should opt 
for in the coming semesters. 

2 Related Work 

V. Hegde and H. Sushma Rao [1] explore the assessment of student performance, particularly in 
programming languages such as C, C++, and Java. They emphasize the profound influence of 
programming proficiency on students' future career opportunities in today's world. The research goes 
beyond just academic grades, incorporating attendance data to provide a holistic evaluation of student 
performance. Hegde and Sushma Rao utilize Educational Data Mining to dissect the landscape of 
student performance. 
 
P. Rojanavasu [2]  explores the use of data mining in education for administration and planning. He 
analyses admission and student course grade datasets to answer two research questions. The study uses 
association rule mining to support admission planning, finding useful patterns. For predicting job 
outcomes, decision tree analysis is employed, showing valuable insights. Overall, the paper illustrates 
how data mining can benefit educational administration, suggesting educators use these techniques for 
improved planning and student services. 
 
Arsad et al. [3] explore predicting the academic performance of engineering students using Artificial 
Neural Networks (ANN). They focus on using the final semester results from student data within the 
Electrical Engineering program at a college in Malaysia. For their analysis, the authors utilize ANN, a 
computational tool known for its ability to process complex data. They assess the model's performance 
using methods such as Mean Square Error (MSE) and the R Coefficient method. 
 
Shahiri, Husain, and Rashid [4] explore the accuracy of different Data Mining Techniques in predicting 
student performance. They identify key student attributes like demographics and external assessments. 
Among classification algorithms tested, Artificial Neural Networks (ANN) achieved the highest 
accuracy (98%), followed by Decision Treses (91%), while SVM and KNN algorithms both scored 83%, 
and Naive Bayes algorithm achieved the lowest accuracy (76%). 
 
Keisuke [5] used the machine learning for analysing educational data, they highlighted the use of 
important factors for Machine learning Model creation. They extracted useful information using Data 
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Mining and have used various algorithms of Machine learning. The study also found challenges like 
data privacy and data drift and proposes solutions like the implementation of robust data governance 
policies and educator training initiatives. They concluded by giving valuable resources for educators 
and policymakers, offering actionable insights on using machine learning to improve educational 
practices. 
 
V. U. Kumar et al. [6] predicts the student performance using many machine learning algorithms. They 
used the data of last five years of graduates from K L University, the features like semester scores, 
participation in extracurricular activities and competitions, and overall attendance are used. Five 
machine learning algorithms that they used are Decision Tree, K Means, Naive Bayes, SVM, and 
Hierarchical Clustering. 
 
H. Chen et al. [7] analyses the student behavior during computerized programming tests. they classify 
students in five distinct types. They found that the efforts put into homework assignments does not 
consistently correlate with grades, instead the factors like motivation and timely submissions play a 
more significant role. The paper also suggests restricting one time attempt to test to discourage 
guessing and underscores the significance of producing high-quality code for academic success. 
 
Ashraf [8] used the Educational Data Mining along with techniques like Structural Equation Modelling 
(SEM) and Analysis of Variance (ANOVA) to extract patterns from data. The research sorts the 
students' academic and personal information and conclude that subjects like English, Chemistry, 
Zoology, and Biology significantly influence overall performance and academic outcomes. 
 
Yang et al. [9] used Artificial Neural Networks (ANN) to predict the students' grades in Massive Open 
Online Courses (MOOCs), which has become very complex due to the rise of Machine Learning. In 
today's digital era, online learning platforms like Udemy, edX, and Coursera have become very popular. 
grades are determined by factors like video views, assessments, and engagement. Instructors can 
identify struggling and successful students based on these metrics. 
 
Botelho et al. [10] explores the use of online learning platforms and techniques to support student 
learning processes, the focus is on student persistence which is a critical aspect of learning. They 
highlighted the challenge of students’ hard work without getting any improvement in their results. They 
used transfer learning techniques in deep learning and traditional modelling, to examine low and 
unproductive high persistence. By also considering the issues like dropout rates and unproductivity, the 
study provides insights about when interventions can effectively assist students during their learning 
journey. 
 
Jalota and Agrawal [11] underscore the significance of data mining for informed decision-making in 
schools, particularly through machine learning and statistics in Educational Data Mining (EDM). They 
employ the Kalboard 360 dataset and WEKA software to analyse and forecast student performance. 
The study also surveys prior research on data mining in education, examines classifier performance 
metrics, and proposes avenues for future research in educational data mining. The references cited 
offer additional insights into related studies. Overall, the paper provides valuable insights into 
predicting student outcomes and enhancing education through data mining. 
 
Ghorbani and Ghousi [12] use Data Mining to predict student performance, addressing imbalanced 
datasets by comparing resampling methods. They evaluate techniques like SVM-SMOTE and Random 
Forest classifier, finding that balanced datasets improve algorithm performance, with SVM-SMOTE 
and Random Forest yielding the best results. 
 
W. Chen et al. [13] developed a model to predict outcomes for short-term online courses using 
Predictive Learning Analytics. This approach enables instructors to enhance course quality and analyze 
student dropout rates, quiz scores, and final exam performance. They employed Linear Discriminant 
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Analysis, Forward Neural Network, Random Forest, KNN, and SVM for analysis and prediction, with 
Random Forest and SVM yielding the highest accuracy among all algorithms. 
 
Mengash [14] proposes research on predicting students' performance at the onset of graduation. They 
utilize a dataset comprising 2039 computer science students from a Saudi Public University. High 
school marks, admission test scores, and aptitude test scores are identified as crucial factors for 
prediction. Notably, admission test scores exert the most significant influence, warranting higher 
weighting. The study employs Machine Learning algorithms, including Decision Tree, SVM, Naive 
Bayes, and ANN, with ANN achieving the highest accuracy of 79% in prediction. 
 
Zaffar and Hashmani [15]propose a methodology for selecting algorithms in Educational Data Mining 
(EDM) for student datasets. They offer insights for new researchers by evaluating different Feature 
Selection (FS) algorithms and classifiers. FS aims to boost predictive accuracy by eliminating non-
predictive data. The study categorizes techniques into filter, wrapper, and embedded models, 
emphasizing the importance of combining various FS algorithms and classifiers for improved 
prediction accuracy. The paper seeks to contribute to the enhancement of education quality and guide 
researchers in understanding factors influencing student performance for the development of better 
prediction models. 
 
Yanes et al. [16] Developed Machine Learning (ML)-based suggestions for enhancing student learning 
in academics. They explore a range of ML algorithms and methods to predict course outcomes, 
academic performance, and course actions. The document underscores the significance of data 
preprocessing and feature selection in this process. Experimental results demonstrate the performance 
of different classification algorithms and the effectiveness of the proposed approach in improving 
teaching strategies. 
 
Kinnunen et al. [17] investigate student success using the innovative concept of Phonomyography, 
departing from traditional scoring methods. They adopt an instructor-centric perspective, considering 
parameters such as the subjects studied, students' intrinsic characteristics, background, behavior, 
attitude, and the teacher's influence. The study observes students' comprehension of programming 
languages and tracks their progress over time, offering a fresh approach to evaluating student success. 
 
Tam et al. [18] explore Educational Data Mining (EDM) and learning analytics (LA), aiming to extract 
insights from vast educational datasets. They focus on identifying prerequisite relationships through 
online educational platforms, proposing a semi-supervised learning approach that combines a concept-
based classifier with explicit semantic analysis (ESA) to formulate prerequisite rules. Their functional 
prototype shows promising results, particularly in engineering subjects. 
 
Butt et al. [19] used multiple Machine Learning algorithm and proposed a new ensemble system for 
students performance prediction model, they combined Naïve bayes, Decision tree and ANN algorithm, 
apart from the normal academic and personal information they have also used Assignment, Quiz and 
Presentation marks of the students. The accuracy of the proposed model is more than 95%.  

3 Data Cleaning and Preprocessing 

Any Machine Learning algorithm require quality and correct data to give accurate results, data should 
be large enough in terms of related features and number of rows as well, Computational intelligence-
based algorithms like Random Forest and Artificial Neural Network (ANN) requires considerably large 
data.  
 
For designing and model Creation, Students relevant data is taken from a private college of Mumbai 
University, data contains academic details such as marks obtained in10nth ,12th and each semester of 
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graduation also students Mentoring Session data is taken such as their Attendance, Family background, 
Gender and how many Backlogs they had. Based on students’ overall performance students ar
classified into Fast and Slow learners by their Mentors. So here the Dependent variable will be Students 
classification as Fast or Slow learner.
 
The following is Pearson’s correlation Matrix of important independent features.

 

Figure 1. Pearson’s Correlation Matrix of 

As shown in Figure 1, there are positive correlations between the percentages indicating the       
consistency in marks obtained by the students, especially 3
correlated. 
 
Figure 2 indicates the Boxplot indicating the Inter quartile range of different independent features. The 
4th semester percentage has some outliers and rest are in normal range. 

 

Figure 2

graduation also students Mentoring Session data is taken such as their Attendance, Family background, 
Gender and how many Backlogs they had. Based on students’ overall performance students ar
classified into Fast and Slow learners by their Mentors. So here the Dependent variable will be Students 
classification as Fast or Slow learner. 

The following is Pearson’s correlation Matrix of important independent features. 

earson’s Correlation Matrix of Independent Features 

there are positive correlations between the percentages indicating the       
consistency in marks obtained by the students, especially 3rd and 4th semester percentages are 60% 

indicates the Boxplot indicating the Inter quartile range of different independent features. The 
semester percentage has some outliers and rest are in normal range.  

Figure 2. Box Plot indicating Outliers. 
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4 Classification and Recommendation  

Several methods that are utilized for the recommendation and classification are as follows: 

4.1 Logistic Regression  

Logistic regression uses the sigmoid function, it calculates the value of m and c in similar way of linear 
regression but uses mx+c value in sigmoid function, the algorithm gives best result for binary 
classification and linear data. 

 

Sigmoid Function =1 1 + eതൗ (mx + c)   (1) 

For the given dataset Logistic regression has given the accuracy of 87%. The miss classification is 
mainly of Slow learners being predicted as fast learners. This can be due to some of the features in 
which logistic regression didn’t find the pattern properly. 

5 Support Vector Machine (SVM) 

The Support Vector Machine can be used for both regression and classification model, it considers all 
data points as vectors and finds the maximum Margin Hyperplane based on Support Vectors. For 
calculation purposes it uses the concept of orthogonal projection of one vector on another vector. To 
handle nonlinear data SVM has kernel tricks such as RBF kernel, Poly kernel and sigmoid kernel.To get 
the best kernel for the dataset Hyper parameter is implemented using Grid search CV technique and we 
got the best accuracy of 93%. 

6 Naïve Bayes Algorithm 

Naïve Bayes algorithm uses the concept of Bayes theorem where we calculate the probability of an 
event when another event already happened. The problem with naïve bayes is it considers all features 
are independent of each other’s. also, Naïve bayes can be only used for Classification model. 

P(A ∕ B) = p(B, A) ∗ p(A) ∕ p(B)   (2) 

For our dataset we got the accuracy of 90% with Naïve bayes algorithm, there is some Nonlinearity in 
data which the algorithm is not able to capture. 

7 Random Forest  

Random forest is one of the best Ensemble techniques to get the best accuracy, it uses the concept of 
Bagging. The algorithm creates multiple Decision tree based on the data and for prediction checks the 
result of all the trees.  
 
As shown in Figure 3, The Random Forest algorithm in case classification counts the prediction of all 
the trees and highest number class is declared as prediction class. 
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8 Results  

As shown in Figure 4, For our dataset Random Forest has given the best accuracy of 97%, indicating 
that it has learned the data the best among all algorithms.
 
The data was almost balance so instead of considering Precision, recall or Sensitivity our focus
Accuracy and F1 score. 

 
 

Figure 4

Table 1

 Logistic Regression
Recall 88% 
Precision 88% 
F1 score 88% 
Accuracy 86% 

 
As indicated in the Table 1 the best accuracy is with Random Forest, rest algorithms also gave good 
accuracies. Also, as data was balance, so all algorithms learn about both the classes well that’s why 
there is not much difference between the accuracy and F1 score for all the algori

Figure 3. Working of Random Forest 

For our dataset Random Forest has given the best accuracy of 97%, indicating 
that it has learned the data the best among all algorithms. 

The data was almost balance so instead of considering Precision, recall or Sensitivity our focus

Figure 4. Accuracy matrix of all algorithms 

Table 1. Performance Matrix of all algorithms 

Logistic Regression SVM Naïve Bayes Random Forest 
 93% 90% 98% 
 95% 93% 98% 
 94% 92% 98% 
 93% 90% 97% 

the best accuracy is with Random Forest, rest algorithms also gave good 
accuracies. Also, as data was balance, so all algorithms learn about both the classes well that’s why 
there is not much difference between the accuracy and F1 score for all the algorithms. 

 

For our dataset Random Forest has given the best accuracy of 97%, indicating 

The data was almost balance so instead of considering Precision, recall or Sensitivity our focus is on 
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Figure 5

The Figure 5 is the chart which shows time taken by each algorithm for getting trained, the Naïve bayes 
takes the least time followed by SVM and Logistic regression, the random forest algorithm as it creates 
multiple trees while training takes considerably long 
accuracy than the computational time that’s why 
 
Compared to surveyed papers, the major difference in our paper is the features that we have considered 
and the accuracy of our model. Apart from the data contains information which was carefully filled by 
the mentors of individual student after interaction and proper analysis of student that’s why the data is 
very reliable. We got the best accuracy of 97% which is better than the

9 Conclusion and Future Work

The classifier uses the crucial information of students such as academic performances, their 
attendance, gender and Mentoring information which is collected from the Mentors after keen 
observation of their mentees, the model classifies data in Fast learner and Slow Learner which can be 
very beneficial for faculty, college also for the recommender system which will recommend student the 
courses which they should opt for coming semester. For Future work, the m
information such as students’ personal information, their sentiment analysis and some psychometric 
test to understand their personality, technologies like Deep learning, NLP and Gen AI can be used to 
classify the student. And classifier c
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