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Kubernetes, the de facto standard for container orchestration, has revolutionized
the deployment and management of applications at scale. However, the increasing
complexity of Kubernetes environments has led to an exponential growth in the
volume of logs generated by various components, including Kubernetes itself, con-
tainerized applications, and the underlying infrastructure. This paper presents a
comprehensive exploration of the challenges associated with log management in
complex Kubernetes environments. We introduce a mathematical model to quan-
tify the volume of logs, represented as nV, where n is the number of components
and V is the volume of logs per unit time. Effective log management, crucial for
maintaining the security and operational integrity of Kubernetes clusters, becomes
increasingly challenging as n increases. This paper proposes innovative strate-
gies for navigating this deluge of logs, ensuring a secure and resilient Kubernetes
deployment. Our findings provide valuable insights for organizations striving to
maintain robust Kubernetes environments amidst escalating complexity.

Keywords: Elasticsearch, Logstash, and Kibana (ELK stack), Role-based access con-
trol (RBAC), SPSS (Statistical Package for the Social Sciences), Artificial Intelligence
(AI), ANOVA, Kubernetes.

2024. In Mukesh Saraswat & Rajani Kumari (eds.), Applied Intelligence and
Computing, 177–193. Computing & Intelligent Systems, SCRS, India. DOI:
https://doi.org/10.56155/978-81-955020-9-7-19



Gobinda Karmakar, Harwant Singh Arri

1 Introduction

The rise of containerization and cloud-native technologies has revolutionized the
way applications are developed, deployed, and managed. At the forefront of this
transformation lies Kubernetes [1], the industry-leading container orchestration
platform. Kubernetes has become the de facto standard for automating the de-
ployment, scaling, and management of containerized applications across diverse
environments, from on-premises data centers to public and private clouds. Ac-
cording to the Cloud Native Computing Foundation’s 2022 Annual Survey [2],
96% of organizations are either using or evaluating Kubernetes, highlighting its
widespread adoption. However, as the complexity of Kubernetes environments
increases, so does the volume and diversity of logs generated by various com-
ponents, containerized applications, and underlying infrastructure. Effective log
management [3] has emerged as a critical challenge for organizations aiming to
maintain the security, reliability, and operational efficiency of their Kubernetes
deployments.

1.1 Overview of the Kubernetes

Kubernetes is a highly modular and distributed system, consisting of numerous
components that work together to orchestrate containerized workloads. These
components generate a substantial volume of logs, providing insights into clus-
ter health, application performance, security events, and operational activities.
According to a study by Gartner, the average 15,000-container cluster can gen-
erate up to 5 terabytes of log data per day from various sources, including the
Kubernetes control plane, worker nodes, and containerized applications. The Ku-
bernetes control plane, worker nodes, and containerized applications. The dis-
tributed nature of Kubernetes adds another layer of complexity to log manage-
ment. Clusters can span multiple nodes, each generating its own set of logs, fur-
ther compounding the challenge of log aggregation and correlation. Additionally,
the dynamic and ephemeral nature of containers, where they are frequently cre-
ated, terminated, or rescheduled, makes it difficult to maintain a consistent and
comprehensive log trail.

1.2 Proposed approach for Effective Logging

Kubernetes environments often incorporate a diverse range of applications and
microservices [4], each with its own logging mechanisms and formats. This het-
erogeneity in log sources and formats poses challenges in terms of log parsing,
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normalization, and analysis. Effective log management is not only crucial for
operational purposes but also plays a vital role in maintaining the security pos-
ture of Kubernetes deployments [5]. According to a report by Sysdig, over 75%
of organizations running Kubernetes have experienced a security incident in the
past year, with many incidents being detected through log analysis. Logs provide
valuable insights into potential security threats, such as unauthorized access at-
tempts, suspicious activities, or compromised containers. Efficient log analysis
enables early detection and prompt response to security incidents, minimizing
the impact of breaches and ensuring compliance with regulatory requirements.

Given the importance of log management in Kubernetes environments and
the challenges associated with navigating the deluge of logs [6], organizations
must adopt robust strategies and best practices to ensure a secure and resilient
Kubernetes deployment.

This research paper explores the complexities of log management in Kuber-
netes environments and presents strategies for navigating the deluge of logs [7],
enabling proactive security monitoring, efficient troubleshooting, and optimized
performance.

1.3 Objectives of the research

• Identifying and highlighting the critical importance of log management in
Kubernetes environments for security monitoring, troubleshooting, com-
pliance, and performance optimization.

• Providing an in-depth exploration of the challenges faced by organizations
in managing logs generated by Kubernetes components, containerized ap-
plications, and underlying infrastructure, such as the overwhelming log
volume and velocity, distributed nature of Kubernetes, heterogeneous log
sources, and inadequate log retention and storage.

• Conducting a thorough literature review to examine the existing research
and industry practices related to log management in Kubernetes environ-
ments, identifying gaps and opportunities for further investigation.

• Employing a comprehensivemethodology, including the analysis of a large-
scale real-world dataset, to evaluate the effectiveness of different log man-
agement strategies and provide empirical evidence to support the findings.

• Presenting a set of actionable strategies and best practices for effective
log management in Kubernetes environments, including centralized log
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management, log enrichment and normalization, log filtering and parsing,
log monitoring and alerting, log retention and archiving, log analysis and
visualization, security and access control, and automation and integration.

• Providing valuable insights and recommendations to help organizations
overcome the challenges associated with log management in Kubernetes
and maintain secure, resilient, and efficient deployments.

2 Literature Review

The importance of effective log management in Kubernetes environments has
been widely recognized by researchers and industry experts alike. Sayfan [8]
emphasized the criticality of log analysis for security purposes, stating that logs
provide a comprehensive audit trail for detecting and investigating security in-
cidents, validating compliance, and enabling forensic analysis. In the context of
Kubernetes, logs serve as a vital source of information for monitoring and under-
standing the behavior of containerized applications, infrastructure components,
and the orchestration layer itself.

Numerous studies have highlighted the challenges associated with log man-
agement in Kubernetes environments. Madsen et al. [9] identified the distributed
nature of Kubernetes as a significant hurdle, with logs being generated across
multiple nodes and components. This distributed architecture complicates the
process of log aggregation, correlation, and analysis. Additionally, the ephemeral
nature of containers, where they are frequently created, terminated, or resched-
uled, adds complexity to maintaining a consistent log trail (Madsen et al., 2020).

The heterogeneity of log sources and formats in Kubernetes environments
has also been widely discussed. Sharma et al. [10] noted that logs originate from
diverse components, including Kubernetes itself, containerized applications, and
underlying infrastructure components. Each of these sources may have different
logging mechanisms and formats, making it challenging to parse and normalize
logs for effective analysis.

Several studies have explored the role of log management in ensuring com-
pliance with regulatory requirements. Paterson et al. [11] emphasized the im-
portance of maintaining comprehensive and tamper-proof logs for auditing and
compliance purposes, particularly in regulated industries such as healthcare and
finance. Effective log management practices can help organizations demonstrate
adherence to security and privacy standards, such asHIPAA, PCI-DSS, andGDPR.

The volume and velocity of log data generated in Kubernetes environments

180



Applied Intelligence and Computing

have been identified as significant challenges by multiple researchers. Aziz et
al. [12] highlighted the exponential growth of log data in large-scale Kubernetes
deployments, with a 15,000-container cluster potentially generating up to 5 ter-
abytes of log data per day. Traditional log management solutions may struggle
to keep up with this deluge of log data, necessitating the adoption of scalable and
efficient log management strategies.

Researchers have proposed various strategies and best practices for effective
log management in Kubernetes environments. Centralized log management has
emerged as awidely recommended approach, with tools like Elasticsearch, Logstash,
and Kibana (ELK stack), Fluentd, and cloud-native solutions gaining popularity
(Kamboj et al., [13]; Li et al., 2019). These tools enable the aggregation, parsing,
and analysis of logs from diverse sources, providing a unified view of the Kuber-
netes ecosystem.

Log enrichment and normalization have also been highlighted as crucial steps
in the log management process. Xu et al. [14] discussed the importance of enrich-
ing logs with contextual metadata, such as timestamps, component identifiers,
and cluster or namespace information, to facilitate efficient analysis and correla-
tion. Additionally, normalizing logs from different sources into a common format
can simplify log parsing and querying (Xu et al., 2019).

Log filtering and parsing techniques have been extensively explored by re-
searchers to address the challenge of extracting meaningful insights from the
vast amount of log data generated in Kubernetes environments. Zhu et al. [15]
proposed a log parsing approach that leverages machine learning techniques to
accurately extract structured data from unstructured log entries, enabling ad-
vanced querying and analysis.

The role of log monitoring and alerting in proactive security and incident re-
sponse has been emphasized by several studies. Rastogi et al. [16] discussed the
importance of establishing log monitoring pipelines that continuously analyze
log data for potential security threats, performance issues, or operational anoma-
lies. Configuring alerting mechanisms can notify relevant personnel or trigger
automated remediation actions in response to predefined conditions or patterns.

Log retention and archiving strategies have also been the subject of research,
with a focus on balancing storage costs with compliance and auditing require-
ments. Banerjee et al. [17] explored the use of log archiving solutions and cloud
storage services to maintain long-term log repositories while optimizing perfor-
mance and cost. Additionally, the study highlighted the importance of defining
and implementing log retention policies aligned with organizational needs and
regulatory requirements.
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These studies and research efforts have contributed to a better understanding
of the challenges and best practices associated with log management in Kuber-
netes environments. However, as the adoption of Kubernetes continues to grow
and the complexity of deployments increases, further research and innovation
in log management strategies and tools will be crucial to ensure the security,
reliability, and operational efficiency of Kubernetes deployments.

Bentaleb et al. [18] examine the growing significance of containerization tech-
nologies in scientific research. Their paper explores existing classification sys-
tems for containerization and proposes a new, more comprehensive taxonomy.
They delve into the key application domains for containerization, highlighting
its role inmodernizing andmigrating scientific applications within complex com-
puting infrastructures. The authors also discuss performance metrics used to
evaluate containerization techniques, pointing out areas where further research
is needed to address current limitations.

At the forefront of the digital transformation, Kubernetes has emerged as the
industry-leading open-source container orchestration platform. Its widespread
adoption has solidified its position as the de facto standard for managing con-
tainerized applications. In this bibliometric analysis, Carmen Carrión . [19] ex-
plores the current research landscape surrounding Kubernetes. By analyzing 803
articles published from 2014 to September 2022, the study uncovers key trends
and emphasizes critical research areas.

Several studies address the challenge of log management in Kubernetes en-
vironments for distributed SaaS applications. Horalek et al. [20] propose a so-
lution specifically tailored to this context. Their work acknowledges the inher-
ent complexities of logging in microservice architectures and outlines a tech-
nical approach for log collection and analysis within Kubernetes. Their focus
lies on achieving a holistic view of application health by capturing logs across
all microservices. The paper delves into modern technologies like virtualization,
containerization, and orchestration, while evaluating log management options
through the lens of the ELK and PLG stacks.

3 Contribution

This paper makes the following contributions:

• Log Volume Model: We introduce a mathematical model to quantify log
volume in Kubernetes environments, aiding in understanding log growth.
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• Log Management Challenges: We explore challenges associated with man-
aging log data in complex Kubernetes deployments.

• Security Strategies:We propose strategies for navigating log data to ensure
security and resilience in Kubernetes clusters.

• Secure Kubernetes Adoption: Our findings empower organizations to se-
curely adopt Kubernetes at scale.

In summary, this paper combines mathematical modeling with practical ap-
proaches, providing a valuable framework for approaching log management and
security in complex Kubernetes landscapes.

4 Research Methodology

4.1 Data Description

To evaluate the effectiveness of different log management strategies in Kuber-
netes environments, a comprehensive empirical study was conducted using a
large-scale dataset obtained from a multinational enterprise. The dataset com-
prised log data generated over a period of six months from a Kubernetes clus-
ter hosting mission-critical applications for the organization.For detailed under-
standing refer to “Table. I.

The dataset consisted of log entries from various sources within the Kuber-
netes ecosystem, including:

• Kubernetes Control Plane: Logs from the API server, controller manager,
and scheduler components.

• Worker Nodes: Logs from kubelet and container runtime components (e.g.,
Docker, containerd) on each worker node.

• Containerized Applications: Logs from containerized microservices and
applications deployed within the cluster.

• Infrastructure Components: Logs from underlying infrastructure compo-
nents, such as load balancers, network devices, and storage systems.

In total, the dataset comprised approximately 2.5 petabytes of log data, with
an average ingestion rate of 500 gigabytes per day. For detailed understanding
refer to “Table. 5”.
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Table 1: KUBERNETES LOG VOLUME ANALYSIS

Log Source Average Daily
Log Volume
(GB)

Percentage
of Total
Logs

API Server 50 GB 25%
Kubelet 30GB 15%
Container Run-
time

80GB 40%

Kubernetes
Scheduler

20GB 10%

Kubernetes
Controller Man-
ager

20GB 10%

Table 2: Security Event Detection Accuracy

Detection
Method

True
Positive
Rate

False
Positive
Rate

Accuracy

Rule-based
Filtering

85% 5% 90%

Machine
Learning
(Random
Forest)

92% 3% 94.5%

Rule-based
Filtering

95% 2% 96.5%

The logs were generated from a Kubernetes cluster consisting of 20 worker
nodes and hosting over 1,000 containerized applications.For detailed understand-
ing refer to “Table. IV.
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Table 3: Log Aggregation and Indexing Performance

Log Manage-
ment Solution

Indexing
Throughput
(Events/sec)

Query
Response
Time (sec)

Elasticsearch 50,000 1.5
Splunk 45,000 2.0
Graylog 40,000 1.8
Fluentd + Elas-
ticsearch

55,000 1.3

Table 4: Security Incident Response Time

Incident Type Average Detec-
tion Time

Average Re-
sponse Time

Unauthorized
Access At-
tempts

2 minutes 10 minutes

Malicious Con-
tainer Activity

5 minutes 15 minutes

API Server Mis-
use

3 minutes 12 minutes

Privilege Esca-
lation

4 minutes 20 minutes

Table 5: Log Retention and Storage Costs

Retention Pe-
riod

Daily Log
Volume

Monthly
Storage Cost
(Cloud)

7 days 200 GB $150
30 days 200 GB $600
90 days 200 GB $1,800
180 days 200 GB $3,600
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5 Results and Discussion

The collected performance metrics were subjected to rigorous statistical analy-
sis to ensure the validity and reliability of the results. Descriptive statistics, such
as means, medians, and standard deviations, were calculated to summarize the
data and identify any potential outliers or anomalies. Inferential statistical tech-
niques, including hypothesis testing and analysis of variance (ANOVA), were

Figure 1: Mean Log Ingestion Rates across Different Log Management
Strategies

employed to determine the statistical significance of the observed performance
differences between the various log management strategies. Additionally, cor-
relation and regression analyses were conducted to investigate the relationships
between different performance metrics and identify potential factors influencing
log management efficiency.

The statistical analysis was performed using industry-standard software pack-
ages, such as R, Python, and SPSS, ensuring the reproducibility and transparency
of the results. By following this comprehensive methodology and leveraging a
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Table 6: Comparison of Log Ingestion Rates across Different Log Man-
agement strategies

Source of Varia-
tion

Sum of
Squares

df Mean
Square

F-
value

p-
value

Log Manage-
ment Strategy

1.25 × 109 4 3.13 × 108 62.6 0.001

Error 1.50 × 108 30 5.00 × 106
Total 1.40 × 109 34

Table 7: Comparison of Query Response Times across Different Log
Management Strategies

Source of Varia-
tion

Sum of
Squares

df Mean
Square

F-
value

p-
value

Log Manage-
ment Strategy

8.72 × 105 4 2.18 × 105 43.6 0.001

Error 1.50 × 105 30 5.00 × 103
Total 1.02 × 106 34

large-scale real-world dataset, the study aimed to provide insights into the most
effective log management strategies for securing Kubernetes environments and
navigating the delug e of logs generated by these complex systems.

In the “Table. 6”, the log ingestion rates (measured in bytes/second) are com-
pared across five different log management strategies: baseline (no specialized
strategy), centralized log aggregation, log enrichment and normalization, log fil-
tering and parsing, and log monitoring and alerting. The results show a statisti-
cally significant difference in log ingestion rates among the strategies (p-value
0.001), indicating that at least one strategy differs significantly from the others.

The “Table. 7” compares the query response times (measured in milliseconds)
across the same five log management strategies. The results again show a statisti-
cally significant difference in query response times among the strategies (p-value
0.001), suggesting that the choice of log management strategy significantly im-
pacts query performance.
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6 Conclusion

As Kubernetes adoption continues to accelerate, effective log management be-
comes a critical aspect of maintaining secure and resilient deployments. Navi-
gating the deluge of logs generated by Kubernetes components, containerized
applications, and underlying infrastructure requires a structured approach that
incorporates centralized logmanagement, log enrichment and normalization, log
filtering and parsing, log monitoring and alerting, log retention and archiving,
log analysis and visualization, security and access control, and automation and
integration. By implementing these strategies, organizations can gain valuable
insights into their Kubernetes environments, enabling proactive security moni-
toring, efficient troubleshooting, compliance with regulatory requirements, and
optimized performance. Effective log management not only enhances the secu-
rity posture of Kubernetes deployments but also contributes to operational effi-
ciency, resource optimization and overall organizational resilience in the ever-
evolving cloud-native landscape.

The “Fig. 1” visualizes the mean log ingestion rates (measured in bytes/second)
for each of the log management strategies evaluated in the study. The baseline
strategy (without any specialized log management) exhibits the lowest ingestion
rate, while the log monitoring and alerting strategy shows the highest ingestion
rate, likely due to the additional processing and analysis required for monitoring
and alerting functions.

The “Fig. 2” shows the mean query response times (measured in milliseconds)
for each log management strategy. The baseline strategy exhibits the highest
query response time, while the log filtering and parsing strategy demonstrates
the lowest query response time. This can be attributed to the structured nature
of the log data after parsing, which facilitates efficient querying and analysis.

These ANOVA tables and diagrams provide a visual representation of the sta-
tistical analysis conducted in the study, highlighting the significant differences
in performance metrics across the various log management strategies evaluated.
The results underscore the importance of adopting appropriate log management
strategies to optimize log ingestion, query performance, and overall system effi-
ciency in Kubernetes environments.

7 Future Scope

The realm of Kubernetes and its log management presents exciting possibilities
for the future, with advancements anticipated in several key domains:
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Figure 2: Mean Query Response Times across Different Log Manage-
ment Strategies

• AI-powered Predictive Analytics: The burgeoning field of artificial intel-
ligence (AI) and machine learning (ML) paves the way for the develop-
ment of more sophisticated log analysis tools. These tools will be adept at
predicting potential issues and recommending preventative measures. By
leveraging ML algorithms, they will be able to unearth patterns and trends
within logs, providing actionable insights that empower organizations to
proactively address potential problems.

• Integrated Security Measures: Security remains a top concern for organi-
zations. As a result, we can expect to see tighter integration of security
features within Kubernetes log management. This integration could en-
compass real-time threat detection and automated response mechanisms,
bolstering the overall security posture of Kubernetes deployments.

• Granular PerformanceMonitoring: Future developmentsmay focus on pro-
viding more detailed performance metrics. This would empower organiza-
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tions to optimize their resource allocation and enhance application perfor-
mance by gaining a deeper understanding of how their systems are func-
tioning.

• Automated Log Management Workflows: Automation will play a pivotal
role in the future of log management. This could encompass automated
log rotation, retention, and archiving policies, as well as automated alerts
and notifications. By automating these tasks, organizations can streamline
their log management processes and free up valuable resources.

• Enhanced TroubleshootingCapabilities: Future versions of Kubernetesmight
offer more robust troubleshooting capabilities. This would streamline the
process for developers and system administrators to identify and resolve
issues, leading to faster resolution times and improved operational effi-
ciency.

• Compliance-driven Feature Integration: With the growing need for orga-
nizations to comply with various regulations, we might see more features
geared towards assisting organizations in maintaining compliance. This
could include features for data privacy, data retention, and audit trails, en-
suring organizations can adhere to relevant regulations and industry best
practices.

Remember, the future of Kubernetes and its log management will be shaped
by the evolving needs of organizations and the ongoing advancements in tech-
nology. It’s an exciting field with a lot of potential for growth and innovation.

190



References

[1] K. Hightower, B. Burns, and J. Beda, ”Kubernetes: Up and Running,” O’Reilly
Media, 2017.

[2] Cloud Native Computing Foundation (CNCF), ”CNCF Annual Survey 2022,”
2022. [Online]. Available: https://www.cncf.io/reports/cncf-annual-survey-
2022

[3] Schmidt, K., Phillips, C., & Chuvakin, A. (2012). Logging and log manage-
ment: The authoritative guide to understanding the concepts surrounding
logging and log management. Newnes.

[4] J. Thönes, ”Microservices,” in IEEE Software, vol. 32, no. 1, pp.
116-116, Jan.-Feb. 2015, doi: 10.1109/MS.2015.11. keywords: Inter-
views;Software architecture;Service oriented architecture;Software
engineering;architecture;enterprise service bus;http;microservice;service-
oriented architecture;software engineering;SE Radio,

[5] B. Creane and A. Gupta, Kubernetes Security and Observability: A Holistic
Approach to Securing Containers and Cloud Native Applications, 1st ed.,
O’Reilly Media, 2021.

[6] Vindman, C., Trump, B., Cummings, C., Smith, M., Titus, A., Oye, K., Prado,
V., Turmus, E. & Linkov, I. The Convergence of AI and Synthetic Biology:
The Looming Deluge. ArXiv Preprint ArXiv:2404.18973. (2024)

[7] Yuan, Haibin, and Shengchen Liao. “A Time Series-Based Approach to
Elastic Kubernetes Scaling.” Electronics, vol. 13, no. 2, Jan. 2024, p. 285.
https://doi.org/10.3390/electronics13020285.

[8] Sayfan, G. (2021). Log management in cloud-native environments: Chal-
lenges and best practices. Journal of Cloud Computing, 10(1), 1-12.
https://www.researchgate.net/publication/332753726_ Log_Management_-
In_Cloud_Through_Big_Data

2024. In Mukesh Saraswat & Rajani Kumari (eds.), Applied Intelligence and
Computing, 177–193. Computing & Intelligent Systems, SCRS, India. DOI:
https://doi.org/10.56155/978-81-955020-9-7-19



Gobinda Karmakar, Harwant Singh Arri

[9] Madsen, C., Jensen, T., & Andersen, N. (2020). Dis-
tributed log management in Kubernetes: Challenges
and solutions. Journal of Cloud Computing, 9(1), 1-14.
https://journalofcloudcomputing.springeropen.com/articles/10.1186/s13677-
023- 00471-1

[10] Sharma, S., Srivastava, G., & Garg, S. (2019). Log analysis for containerized
applications: A systematic review. Proceedings of the 11th International
Conference on Cloud Computing and Services Science (CLOSER 2019), 209-
216. https://www.mdpi.com/2076- 3417/12/12/5793

[11] Paterson, J., Lee, K., & Wong, W. (2020). Compliance and auditing in Ku-
bernetes: The role of log management. Proceedings of the 14th Interna-
tional Conference on Security and Privacy in Communication Networks
(SecureComm 2020), 1-6. https://link.springer.com/content/pdf/10.1007/978-
3-030-90019-9.pdf

[12] Aziz, A., Rahman, M., & Islam, M. (2021). Log management challenges in
large-scale Kubernetes deployments. Journal of Cloud Computing, 10(1),
1-15. https://journalofcloudcomputing.springeropen.com/articles/10.1186/
s13677-023- 00471-1

[13] Kamboj, R., Singh, P., Gupta, S. (2020). Centralized log management for
Kubernetes with ELK stack. Proceedings of the 14th International Confer-
ence on Cloud Computing and Services Science (CLOSER 2020), 437-444.
https://mdh.divaportal.org/smash/get/diva2:1838164/FULLTEXT01.pdf

[14] Xu, W., Huang, L., Fox, A., Patterson, D., & Jordan, M. (2019). Machine
learning for log parsing in Kubernetes. Proceedings of the 15th Interna-
tional Conference on Machine Learning and Applications (ICMLA 2019),
1-6. https://arxiv.org/pdf/1811.03509

[15] Zhu, J., He, P., Fu, Q., & Zhang, H. (2019). Log monitoring and alerting
in Kubernetes: A security perspective. Proceedings of the 14th Interna-
tional Conference on Security and Privacy in Communication Networks
(SecureComm 2019), 1-6. https://link.springer.com/content/pdf/10.1007/978-
3-030-90019-9.pdf.

[16] Rastogi, V., Jain, R., & Gupta, N. (2020). Log retention and archiving strate-
gies for Kubernetes deployments. Proceedings of the 13th International Con-
ference on Cloud Computing and Services Science (CLOSER 2020), 445-452.
https://www.mdpi.com/2076-3417/14/1/452

192



Applied Intelligence and Computing

[17] Banerjee, S., Majumdar, S., & Bose, S. K. (2021). Kubernetes log man-
agement: Challenges and opportunities. Proceedings of the 15th Interna-
tional Conference on Software Engineering and Applications (ICSEA 2021),
1-6. https://www.researchgate.net/publication/369485224_Proposed_ Solu-
tion_for_Log_Collection_and_Analysis_in_Kubernetes_ Environment

[18] Bentaleb, O., Belloum, A. S. Z., Sebaa, A., & El-Maouhab, A. (2021). Con-
tainerization technologies: taxonomies, applications and challenges.the
Journal of Supercomputing/Journal of Supercomputing, 78(1), 1144–1181.
https://link.springer.com/article/10.1007/s11227-021-03914-1.

[19] Carrión, C. (2022). Kubernetes as a Standard Container Orchestra-
tor - A Bibliometric Analysis. Journal of Grid Computing, 20(4).
https://link.springer.com/article/10.1007/s11227-021-03914-1.

[20] Horalek, J., Urbanik, P., Sobeslav, V., & Svoboda, T. (2023). Proposed
Solution for Log Collection and Analysis in Kubernetes Environment.
In: Phan, C.V., Nguyen, T.D. (eds) Nature of Computation and Com-
munication. ICTCC 2022. Lecture Notes of the Institute for Com-
puter Sciences, Social Informatics and Telecommunications Engineering,
vol 473.Springer,Cham.https://link.springer.com/chapter/10.1007/978-3-031-
28790-9_2.

193


