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Over the past many years in the world of social media, Twitter has attained a po-
sition as one of the most popular social networking sites (SNS) and provided to
millions of people an opinion sharing platform. Thus, twitter started giving rise to
many trending topics now and then and has attracted researchers for research in
various dimensions. Since twitter is an opinion/sentiment sharing platform, sen-
timent analysis research has gained a lot of attention in recent years. These re-
searches help in understanding the way people think and respond to an event as
well as the purpose for which SNS are established. In this paper, we have outlined
the most significant and relevant research in the above field in the recent few years.
A novel characterization of twitter research data is presented and dataset creation
and its implications are diagrammatically illustrated. The insight of dataset discus-
sion would lay a strong foundation for the research in the concerned field. More-
over, it is envisaged that the future direction highlighted in the manuscript shall
open various new dimensions of social network research.
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1 Introduction 

With the expanding usage of social media add up due to the internet boom, there has been an upsurge 

in the utilization of micro blogging platform ‘Twitter’. The twitter users, also known as ‘twitteratis’ 

express their perceptual opinions and their sentiments on and about vast range of topics such as 

elections [3], [10], [17], [45], [31], social and public issues such as demonetization [33], brands such as 

Starbucks [39] and to pretty much everything in 140-character broadcast / one to one message called 

‘tweets’. The openness and availability of these 140-character messages have been contributing to 

building up a rich dataset for research that has led to production of an enormous number of academic 

papers. One of the most common of these is ‘Twitter sentiment analysis’, largely because of academic 

reasons and also because of brands and organizations wanting to know the review of their audience on 

their products and services, due to the capability of these broadcast messages in explaining and 

predicting business phenomena.  

The fair share of research in the field of Twitter Sentiment Analysis has built up a huge dataset. We 

analyzed 50 recent sentiment analysis research studies conducted from 2011 to 2021 (till March) all 

aimed to review or implement different sentiment analysis solutions. In this paper, our contribution 

can be summarized as follows: 

 State of the art review of the Twitter dataset with a special focus on sentiment analysis.  

 We have constructed a filtered database of the relevant research in the field of sentiment analysis.  

 A critical analysis of the dataset which provides a) extraction categories of the twitter data and b) 

characterization of these datasets with respect to the methodology and scope.  

 Future direction for the research communities to take further the sentiment analysis research over 

social network platforms especially Twitter.  

Rest of the paper is organized as follows: Section 2, Background focuses on the researches that are 

made around the similar topic and our contribution to it. Section 3, Methodology for acquiring dataset, 

focuses on the extraction and build-up of our database used in this paper. Section 4, Dataset 

Description and Characterization focuses on analysis of querying of multiple datasets through API and 

their characterization and reusability. And finally, we conclude in Section 5 with some possible future 

work.  

2 Background 

Since the launch of the micro blogging platform Twitter in 2006, its user base has been increasing 

ever since, and moreover after the internet boom era, in some countries twitter has undergone 

particularly extensive user adoption and fast growth in communication volume. The users 

communicate through micro broadcast messages called tweets. Tweets provide much valuable 

insights, that if analyzed can be of great value, therefore the tweets database has been a great area of 

interest for the researchers, as it is also relatively easy to process, store and is accessible by its own 

‘Twitter API’ and a few more third-party websites.  

Twitter has also been the subject of many recent researches on Sentiment analysis, as tweets often 

express the user's opinion on a topic of interest, and therefore a huge and diverse amount of knowledge 

can be extracted from the tweets such as political opinions of people [23], views on evergoing debates 

on comparison between two products such as iphone vs samsung [27], organizations comparison on 

preference, such as of airlines [36] and reviews on products such as Google nest [20]. Twitter-based 

studies have constantly been advancing, and have experienced an escalation of research development 
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in the last decade. To demonstrate this development a few review researches have been reported in the 

related field.  

Williams et al. (2013) [52] first performed an analysis of 500 papers based on Twitter and related 

technology of micro blogging of papers between 2007 and 2011 on the basis of their abstract. The 

classification of filtered out papers was done across three dimensions-Aspect, Method and Domain. It 

concluded that many authors tend not to include the data corpus size and technology aspect in their 

abstract. Zimmer et al. (2014) [51] reviewed 380 scholarly articles, this was based on a full text analysis, 

inspired by Williams et al. (2013), and concluded about findings of the analysis methods, tweets and 

users under analysis. It also remarked on how fast the data was growing as they found 100 new articles 

in the first half alone of 2013.  

These works lay out a set of knowledge bridges, entirely depicting the state of research on Twitter 

sentiments. By utilizing the knowledge provided in these papers, we build upon them our work, in 

which we focus more on the dataset utilized in the papers we collected, the data collection and data 

extraction techniques used in them. Williams et al. (2013), also considered a fourth aspect “data”, 

which could not be included because of insufficient data in abstracts, so in this paper we perform a full 

analysis of Dataset used in twitter sentiment Analysis research papers. Our study focuses more on the 

dataset, the extraction API used by the researchers and the corpus, which makes our paper the first to 

do this study. Zimmer et al. (2014) concluded in their study about how fast the twitter dataset is 

growing and reforming and therefore we have used recent studies done, in order to inspect the revised 

data.  

This study carries out a profound analysis of the dataset which lays out extraction techniques and 

characterization of the dataset, as regards to the scope of methodologies. In contrast to the previous 

articles, here our concern is not only the chronological growth of the twitter research, rather we focus 

on datasets, its diversity and possible inclusion of future research which shall eventually benefit the 

research community to take twitter research further.  

3  Methodology of Acquiring Datasets  

In this section, the methodology of collecting the dataset for this research study is discussed. The 

utilized dataset comprises 50 papers of the last 11 years, from 2011 to 2021 (till March) based on 

Twitter Sentiment Analysis generated by Twitter database. The keyword used to access the papers 

from the database was ‘Twitter Sentiment Analysis’.  

From the numerous papers presented, more than 100 of those which were published from the year 2011 

to 2021 (till March) were collected and those of which clearly exhibit precise and accurate dataset of 

tweets and focused mainly on Sentiment Analysis were filtered out. Our team first filtered the 

irrelevant papers (papers without ‘sentiment analyses in their title or mentioned keyword) and those 

papers which do not have any significance to related research. Our team dedicated weeks to perform all 

these sorting. Finally, we came up with a total of 50 papers of the same which manifests Sentiment 

Analysis on tweets in different areas. These papers were then stored in our database to collect more 

information from them to conclude in our paper for more results.  

The total no. of papers of each year is shown in the table below with the maximum number of papers on 

Sentiment Analysis in 2018. Figure.1 shows the steps taken to build our dataset. Table 1 represents the 

number of twitter sentiment analysis researches that took place in each year from 2011 to 2021 (till 

March) in our database. Further in Figure 2, a graph is also shown for the same. Although we could add 

a few more papers, to respect the page limit, we have restricted this manuscript to 50 papers, and we 

intend to take this research further for its extended version.  
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Fig. 1. The construction of our database of Twitter Sentiment Analysis Research papers published between 2011 to 

2021  

Table 1. Total number of researches on twitter sentiment analysis in each year from 2011 to 2021 out of the 

selected 50 papers 

Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 

Total no. of papers 02 03 02 05 04 05 01 11 07 06  04 

 
Fig. 2. Number of papers selected from each year between 2011 to 2021 

4 Dataset Description and Characterization  

Twitter sentiment analysis involves a series of procedures to be followed step by step in order to 

achieve output with promising accuracy. Out of which, collection of most suitable data for the research 

is the very first and foremost step of the process. In this paper we have reviewed multiple researches on 

twitter sentiment analysis and discussed the various retrieval methods of tweets in the form of data that 

is to be processed further. The unstructured data retrieved is then pre-processed (by tokenization, 

normalization, POS tagging and other techniques) and using classification methodologies (like Naive 

Bayes classifier, Random Forest classifier, SVMs, etc) the data is trained and classified. In accordance 

with our paper, Figure.3 depicts the numerous ways and data types engaged in the retrieval process 

that we have discussed in the sections below. It briefly illustrates how the collected data (the tweets) 

were adopted by employing few of the techniques that we have explored in this paper. 
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Fig. 3. Approach most commonly used for collecting data to analyze sentiments 

4.1 Data collection techniques for sentiment analysis  

A major step in any Twitter-based research project is data collection. In this section, we discuss 

techniques for data collection for analyzing sentiments using Twitter. We start by briefly describing 

Twitter’s application programming interfaces (APIs) and by briefing its sub-APIs. Another API for 

gathering data other than tweets called Yahoo! Finance API has also been discussed.  

We then discussed hashtag/keyword-based, location-based, account-based searches. These two 

approaches cover most data collection logics on Twitter.  

4.1.1 Twitter API  

The Twitter APIs makes it easy to collect a large number of tweets that have certain characteristics such 

as those posted by a particular user or from a particular location or those consisting of some specific 

terms or emoticons. Twitter offers two types of application programming interfaces (APIs): REST and 

Streaming. The REST-API allows developers access to read and write Twitter data. For researchers, this 

API is a valuable access point to hunt for data posted in the recent past. On the other side, the 

Streaming API allows developers to access Twitter’s stream of data in real-time. This means that the 

user can obtain the latest tweets which contain specific terms or the tweets that were posted by some 

specific users. It has been found out that most researchers use Streaming API more due to the real time 

access to tweets.  

4.1.2 Yahoo! Finance API  

Yahoo Finance API is used to provide historical and real-time data about stocks, crypto currencies, 

bonds, and information on financial markets and products.  

It is used by researchers for collecting data that they need to incorporate in their study. In most cases, 

the data prices of stocks that are extracted over a range of periods to create datasets for further 

investigations like sentiment analysis.  

Our corpus included 50 studies that were also used in explicitly analyzing how the data was obtained. 

Table 2 illustrates various extraction techniques and APIs used by the researchers and its percentage 

distribution in accordance with our data. Researchers applied a variety of approaches to acquire data 

for advocating further research. It is clear from table 2 that Streaming API was individually the most 

used tool with 22% of the studies working with it. REST API is the second most utilized approach for 

collecting tweets. Other APIs including Twitter Search API as appropriated by Ptacek et al. [11], Twitter 
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Standard API used by Gabarron et al. [34] for gathering tweets. There are other techniques to collect 

tweets like APIs in certain languages like Python [43], R Language [42], and some researchers 

incorporated web scraping and crawling techniques to obtain data [35]. Apart from the extraction of 

tweets, other data like stock values are obtained by Yahoo! Finance API as done by Mittal et al. [2]. In 

all, 4 studies did not mention the extraction technique used to attain the datasets.  

Table 2. Usage of various APIs and extraction techniques adopted by researchers to extract data 

 Only  

REST 

API  

Only  

Streaming  

API 

Rest  

+  

Streaming 

Yahoo  

API 

Other  

APIs 

Other  

Extraction Techniques 

Not  

Mentioned 

No. of papers 5 11  1  2  22  5  4 

Percentage 10% 22% 2% 4% 44% 10% 4% 

4.2 Search Query for extracting tweets  

Twitter provides access to its large amount of data which is publicly available for the researchers to 

openly crawl. A simple approach for data collection on Twitter using APIs is by selecting tweets using 

appropriate character strings as keywords/hash tags. The query chosen solemnly focuses on extracting 

the most relevant sets of tweets for utter precision in analysis performed. The queries passed should be 

relevant to the study conducted by the researchers. Another way of assembling target data is by 

selecting tweets based on their authors. The databases are queried based on the accounts of users that 

are appropriate to the research, for example, celebrities, politicians, people belonging to a certain 

community, people with official accounts, etc. Location-based search queries are also another way to 

extract tweets of the target area around which the analysis revolves.  

McIver et al. [14] analysed sleep issues using TSA (Twitter Sentiment Analysis) by collecting tweets 

with the presence of keywords like insomnia, “can’t sleep”, Ambien, and more and hashtags like 

“#teamnosleep”, and “#cantsleep”. Likewise, Hasan et al. [23], Menendez et al. [25], Dhanya et al. [33], 

Alomari et al. [37], Pinto et al. [38], Gracia et al. [47] and most of the researchers in our dataset drew 

their pertinent tweets by querying with a keyword or hashtags as per the requirement of the research. 

In contrast, few of the researchers instead targeted tweets with GPS coordinates, like, Chen et al. [15] 

generated the twitter posts by coordinating Twitter streaming API with coordinates [- 87.94, 41.64] 

(South-West limit) and [-87.52, 42.02] (NorthEast limit) within the boundaries of Chicago. Similarly, 

Lim et al. [29] collected tweets geo-tagged with latitude/longitude coordinates posted under the 5km × 

5km grid of central Melbourne, Australia. With the best of our knowledge, we have also observed that 

Wang et al. [3] along with keywords as their query also extracted the subject matter of presidential 

election by retrieving tweets with candidate name tags including names with common typos like for 

Mitt Romney, @MittRomney, @PlanetRomney, @MittNews, @believeinromney were used.  

4.3 Corpora and Twitter  

With the assessment of APIs, a unique dataset can be established in the form of a corpus. 

Fundamentally, a corpus is a collection of large texts (written or spoken) which is stored in the form of 

data in a computer database. These corpora can be built of various sizes and for several motives, out of 

which, analysis performed on its data is an extensive approach. Here, in this paper we have discussed 

the corpus/corpora made for conducting sentiment analysis on twitter data.  

Uzaifa Siddiqui, Simra Ayaz, Maryam Nadeem, Sara Javed, Shahab Saquib
Sohail

220



For constructing these datasets, APIs like Twitter API are queried to return required particulars. They 

allow easy access to crawl a large number of tweets consisting of particular keywords, emoticons or 

hash tags. The derived data thus can be used as a corpus by the researchers to perform their analysis. In 

this paper, we have distinguished and identified many prominent datasets, commonly used by 

researchers as a source of extraction for their unique corpus or as a whole. With the increasing trend in 

TSA a number of evaluation datasets have been built. These evaluation datasets comprise annotated 

sets of tweets with tweet’s sentiment. In this paper, we have observed from our dataset that 20% of 

researches conducted have used evaluation datasets, i.e., pre-existing datasets as a source of their 

analysis. In the section below we have briefly described some of the famously available evaluation 

datasets made for twitter sentiment analysis.  

4.3.1 Edinburgh Twitter Corpus (ETC)  

ETC [54] is one of the most recognized datasets for sentiment analysis consisting of about 96 million 

tweets made out of over 2 billion words. The data was collected by crawling through Twitter’s 

Streaming API from the span of November 11th 2009 until February 1st 2010 turning out to be the 

representative sample of tweets for the entire period. A number of researchers till date are using this 

corpus for carrying out various strains of sentiment analysis like Kouloumpis et al. [1] created their 

HASH dataset by filtering out duplicate tweets, non-English tweets, and tweets without hashtags and 

specified 15 most-used hashtags in the Edinburgh corpus and created their unique dataset along with 

other corpus like iSieve dataset for evaluating the effectiveness of the features from section for 

sentiment analysis in Twitter data.  

4.3.2 Stanford Twitter Sentiment (STS)  

The STS corpus [55] serves with two types of sets: training sets and testing sets. Tweets containing at 

least one emoticon were collected from April 6 till June 25, 2009. The tweets were then automatically 

annotated as positive (containing emoticons like :), :-), : ), :D, or =) ) or as negative ( containing :(, :-(, 

or : ( ). A sum of 1.6 million annotated tweets as training set was cumulated and 182 positive and 177 

negative tweets were manually annotated for training set.  

4.3.3 Health Care Reform (HCR)  

Speriosu et al. [56] manually annotated the dataset HCR which comprises 2,515 tweets classified into 

541 positive, 1,381 negative, 470 neutral, 79 irrelevant, and 44 unsure tweets. On the topic her in March 

2010 the collected tweets were manually annotated for polarity aiming at one of the following: health 

care reform, Obama, Democrats, Republicans, Tea Party, conservatives, liberals, and Stupak and were 

distinguished into 3 sets the training, the development, and the testing, where each consisted of about 

840 tweets.  

In continuation with the subject, broaching a few more benchmark datasets that researchers have 

opted for in their papers. Kouloumpis et al. [1] along with Edinburgh corpus included the iSieve dataset 

which approximately contains 4,000 tweets. Venkit et al. [49] used SemEval dataset which was 

collected by geolocalzation and incorporated it in their own self formed data entering in the 8% of 

papers which covers both, as depicted in table 3. Pla et al. [9] pre-processed the General Corpus of 

TASS2013 containing almost 68000 tweets written in Spanish. These tweets were collected from the 

accounts of 150 well-known personalities and celebrities of the world of politics, economy, 

communication, mass media and culture, posted from November 2011 till March 2012.  
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4.4 Benchmark Data vs Self-formed Data  

Datasets required to carry out analysis or for other purposes can be categorized as self-formed and 

benchmark datasets. Self-formed datasets are built by people involved in the task. Such datasets are 

formed entirely from scratch and fundamentally need to go through several stages like pre-processing 

to become utilizable. Whereas, benchmark datasets or public datasets are readily available and don't 

need to be any kind of refining or pre-processing from scratch.  

In sentiment analysis using Twitter, there are a couple of publicly available corpora that are obtainable 

from Kaggle and other such resources. Some of these datasets are discussed in section 4.3 that can be 

used by researchers for their analysis. However, in some cases where the set of tweets in these are not 

relevant to the study, self-made datasets are favoured. These newly created datasets by people are also 

eligible to be uploaded to the internet to support reusability.  

 
Fig. 4. Venn diagram depicting percentages of self-formed data, benchmark data and both (remaining 8% of not 

mentioned data) 

In our analysis, it was found that most of the researchers had built their own datasets (shown in figure 

4) as done by Sulthana et al. [31], Dhanya et al. [33], Schumaker et al. [21], and so on.  

On the contrary, some studies had deployed benchmark datasets since there was no requirement for 

explicitly creating data for sentiment analysis as used by Ankit et al. [54].  

Apart from these two categories, some research works included both benchmark as well as self-created 

datasets carried out by Bian et al. [20]. However, in some researches like [24], the sources of data that 

they had used for performing analysis were not mentioned.  

Table 3 shows the percentage distribution of the type of datasets adopted by researchers in our study 

which clearly determines that self-formed datasets are most commonly considered as an option to 

perform research as compared to benchmark datasets.  

Table 3. Percentage distribution of types of datasets found during the analysis 

 Self-Formed Data (SFD) Benchmark Data (BD) SFD + BD Not mentioned 

Total  36  6  4 4 

Percentage  72% 12%  8% 8% 
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4.5 Reusability of Datasets 

While the analysis was being conducted, it was observed that a few researchers had mentioned in their 

studies that their dataset can be reused in the future. Sanders et al. [48] have mentioned that their 

corpus can be obtained from GitHub. Similarly, Gabarrom et al. [34] have made the tweets that were 

collected, to be publicly available by publishing on the Internet, whereas, this information was not at all 

mentioned in most of the papers in our corpus.  

5 Conclusion and Future Work 

The massive number of discrete types of data present on social media captivates the curiosity of 

researchers. Twitter has been one of such platforms to have been studied thoroughly. Various 

researches have been made that recognize the valuable cognizance that can be extracted from it, and a 

few researches have also been made that review this development. This study takes into consideration 

relevant and significant Twitter sentiment analysis papers, published between 2011 and 2021 (till 

March) that aimed to implement or review sentiment analysis solutions. The study is focussed on the 

datasets used in these research articles, their data collection techniques, the corpus used in them and 

the APIs used to extract the tweets, and finally we performed a comparative study based on different 

datasets and APIs used.  

The study takes heed of the corpus used, in which it is remarked that in 8% of the papers we could not 

identify which of the dataset extraction technique was used and almost 12% of the researches used pre-

defined corpus (bench-mark data), 72% of the researches were based on self-defined corpus (self-

formed data) and 8% of the researches implicitly used both the Self-formed data and bench-marked 

data. Since majorly, the dataset is self-formed, therefore we took into consideration their extraction 

techniques, the APIs used to extract them.  

In future, a detailed study can be performed analysing the dataset, the user space and the field of 

applications in which the researches have been done. We can take a bigger amount of twitter sentiment 

analysis papers published over the years, to review the insights. We can take into consideration more 

third-party APIs and extraction methods. Moreover, how the users are interacting with these social 

platforms, their classifications and most relevant application area shall be our focus in our extended 

work for this article.  
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